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Abstract

The SHARE MVS Program recently surveyed its members about 
whether they had exploited certain System z and z/OS 
enhancements. This session discusses the results of that survey. A 
full PDF describing these results will soon be posted on the 
SHARE MVS Program web page.

Thanks for your participation!
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Agenda
 The Survey
• Hardware Results

– Most Beneficial Hardware
• Software Results

– Most Beneficial Software
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• Previous survey was completed 10/1/12 with 76 
responses

• New survey published on 6/23/14; closed on 7/28/14 with 
105 responses – over a 38% improvement!

• There could be multiple responses from the same site 
• Location – MVS Program on SHARE.org
• Advertised to: MVS Program requirements members; 

MVS Program members at 
(http://www.share.org/p/co/ly/gid=1833); IBM-Main; 
various mailing lists

Thanks to all that participated!

The Survey



Agenda
• The Survey
 Hardware Results

– Most Beneficial Hardware
• Software Results

– Most Beneficial Software
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H/W – Status of Servers



H/W - How many CPCs in your installation?
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H/W - POK Test Data Center



• 200 CPUs, 5 PB of data, 122 switches, 56000 
FICON connections, 100,000 connections in cabling 
room

• For an interesting video about the IBM Poughkeepsie 
system test facilities (and a glimpse at an up and 
coming young Hollywood star, Rich Prewitt), see 
https://www.youtube.com/watch?v=ake7bbMG4Tc

H/W – POK System Test Center



H/W - How many LPARs?
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H/W - How many MIPS in your installation?
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H/W - How many TBs of Primary DASD? 
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H/W - How many General Purpose CPs?
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H/W - How many zIIPs + zAAPs?

0

2

4

6

8

10

12

14

16

1 2 3-5 6-10 11-20 21-30 31-50 51-75 76-100 101-250 251-500

Total zIIPs+zAAPs



H/W - How many IFLs?
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H/W - How many ICFs?
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H/W - Highest number of GB in a single LPAR?
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laptop 
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H/W - Highest number of LPARs on a single CPC?
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H/W - Highest number of PUs on a single CPC?
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H/W - Highest number of general purpose CPs in 
a single LPAR?
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H/W - Types of CF Links in Use
Not supported after z10 

– need to think of 
migration path



H/W – Status of System z Features



H/W – Status of System z Features



• If you have not yet migrated off any FICON older than FICON 
8S, you should have a plan in place.  z/EC12 is last processor 
to support FICON Express 4.

• This is an example of the importance of monitoring IBM  
Statements of Directions (SOD) for planning accordingly –
remember that upgrades to your CPC might be withdrawn 
from marketing long before you plan on replacing it.

• IBM’s strategy is to move customer’s to the latest Driver 
levels within about 6 months of their becoming generally 
available. MCLs will not be provided for the older Driver levels 
after that time.  So make sure that you do not get too far 
behind with your CPC microcode levels.

• For those of you that don’t use Defined Capacities – can I 
please turn it on on your system and you can give me the 
resulting software savings?

HW – Defined Capacity



H/W – zBC12/zEC12 Features (1 of 2)

See 
Session 
16077

See 
Session 
15602



H/W – zBC12/zEC12 Features (2 of 2)
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H/W – Level of CFCC



H/W – Storage Subsystem Features (1 of 2)
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H/W – Storage Subsystem Features (2 of 2)

Mirroring

Mirroring



H/W – With respect to raised floor (1 of 2)



H/W – With respect to raised floor (2 of 2)



Agenda
• The Survey
• Hardware Results
Most Beneficial Hardware

• Software Results
– Most Beneficial Software
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H/W - Most Beneficial Hardware (1 of 3)



H/W - Most Beneficial Hardware (2 of 3)



H/W - Most Beneficial Hardware (3 of 3)



Agenda
• The Survey
• Hardware Results

– Most Beneficial Hardware
 Software Results

– Most Beneficial Software
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S/W – Status of Operating Systems (1 of 2)



S/W – Status of Operating Systems (2 of 2)



S/W – What Type of Work on Linux? (1 of 3)



S/W – What Type of Work on Linux? (2 of 3)



S/W – What Type of Work on Linux? (3 of 3)



S/W – When Is Next Upgrade? (1 of 3)



S/W – When Is Next Upgrade? (2 of 3)



S/W – When Is Next Upgrade? (3 of 3)



S/W – Status of z/OS Features (1 of 8)

See 
Sessions 

15579, 16090



S/W – Status of z/OS Features (2 of 8)

See 
Session 
15602



S/W – Status of z/OS Features (3 of 8)

See 
Session 
15602

See 
Session 
15714

See 
Session 
16180

See See 
Sessions 

15768, 
16071 



S/W – Status of z/OS Features (4 of 8)

See 
Session 
16076



S/W – Status of z/OS Features (5 of 8)

See Sessions 
16125, 16124



S/W – Status of z/OS Features (6 of 8)

See 
Session 
15705

See 
Session 
16126



S/W – Status of z/OS Features (7 of 8)

See 
Session 
16127

See 
Session 
16076



S/W – Status of z/OS Features (8 of 8)

See Sessions 
16106, 16181, 

16182



S/W – Status of z/OSMF (1 of 3)

See Sessions 
15998, 15992, 

15578

See 
Session 
15673

See Glenn 
Anderson’s 

Session 15724



S/W – Status of z/OSMF (2 of 3)

See 
Session 
16079



S/W – Status of z/OSMF (3 of 3)



• IBM RMF – 22
• IBM Omegamon – 22
• BMC MainView – 15
• ASG TMON for z/OS – 14
• SYSVIEW – 8
• Rocket Mainstar MXI – 2
• Plus many other products for subsystems (CICS, 

DB2, IDMS)

S/W – Online Performance Monitors



• MXG – 21
• MICS – 8
• RMF – 7
• SAS – 5
• CMF – 4
• TDS – 4
• ITRM – 3
• Perfman – 3
• DFSORT – 2
• CA SMF Director – 2
• CICS PA - 2

S/W – SMF Post Processors



• DB2 – 12
• IMS – 3
• CICS TVS - 1

S/W – Database Sharing



• CICS 5.2 – 1
• CICS 5.1 – 14

• CICS 4.2 – 10
• CICS 41. – 4

• CICS 3.2 – 6
• CICS 3.1 – 3

• CICS 2.1 - 2

S/W – CICS Releases



• DB2 11 – 3
• DB2 10 – 40
• DB2 9 – 6
• DB2 8 - 5

S/W – DB2 Releases



• IMS V13 – 1
• IMS V12 – 9
• IMS V11 – 5
• IMS V10 – 3
• IMS V4 – 1 (???)

S/W – IMS Releases



• Syncsort MXI – 36
• IBM DFSORT - 35

S/W – Sort Product



• IBM DFSMS – 25
• IBM DFSMShsm – 21
• Innovation Data Processing - FDRABR – 12
• IBM DFSMSdss – 8
• IBM DFSMSrmm – 6
• CA-Allocate – 3
• CA-Disk – 3
• CA-Vantage – 2
• BMC SRM – 2
• IBM TDMF – 2
• Others mentioned once – VAM, DMS, DTS, TCP/R, 

StopX37, SRS, StorageTek ELS/VTS, CA-1, DPTECH, 
Data Accelerator, IAM, FDR Upstream, ABARS Manager, 
Zyzygy SyzMAN/z

S/W – Data Management Products



Agenda
• The Survey
• Hardware Results

– Most Beneficial Hardware
• Software Results
Most Beneficial Software
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S/W – Most Beneficial Software (1 of 3)



S/W – Most Beneficial Software (2 of 3)



S/W – Most Beneficial Software (3 of 3)





See you in Seattle!
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