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Abstract 

Resources, in a balanced system. are not independent va riabl es in determining 
system performance. The interrelationship of processing power, 1/0 capability, 
and processor storage size will determine system periormance and along with 
performance objectives, their capacity. 

This document examines the factors involved in processor and 110 performance 
and their interrelationship . What do I expect from these resources? How does the 
performance of one affect the other? And how can one size requirements? 

~ COPYright IBM Corp. 1989, 1991 , 1993 xi 
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Chapter 1. Performance Topics 

What follows in this document is a discussion of system perform ance and 
capacity planning System performance is difficult enough without any philosoph 
Ical discussions. But, we are faced with a chicken and egg problem. How much 
component performance need one know to handle system problems? And, how 
can one understand the significance of any component performance issue 
without some system performance? 

I have attempted to establish the concept of balanced systems. It represents a 
relation ship that eXIsts between the individual system resources. This relation­
Ship will define system perform ance. First I will discuss the dependance of 
system performance on the individual components. then follow that by a dis­
cussion of the performance factors of the individual components , and finally put 
the relationship together in a sample capacity plan. 

READY~ BALANCED SYSTEM 

OUlUE 

I{O QUEIIE 
unite 

IDLE___. 

Figure I, A system Mode! 

The model in Figure 1 represents a common, though simple. system model 
which is useful when discussing both performance analysIs and capacity plan­
ning. II will act as my table of contents for comments on processor and 110 per­
formance, and storage guidelines. I will not consider the nelwork resources 
required. End-user response time is defined here as internal (Host) response 
time. 

From an end user's point of view. none of the model is Significant. What is 
Important is the length of time from ENTER to EXIT, from the time between the 
transaclion entering the system until it exits (network excluded). If I am unhappy 
about that time. it becomes a problem for systems analysts and capacity plan­
ning people 

I!I Copynght lBM Corp. 1989, 1991, 1993 1 



The model serves as a conceptual structure to analyze a performance problem. 
The model has four basic components . 

A memory queue - here the user acquires memory (frames) in order to 
execute instructions and 110 commands. The user has to "get into storage". 

• The Central Processor (CP) queue and CPs - here the user is ready to 
execute Instructions and queues up for a CP of which there could be more 
than one. Response time of this server is composed of queueing time and 
service time. 

• The 110 subsystem - device queueing and device service time. 
• A server which I have called ~memory service~. This service is used to 

replace an 110 request with a request to obtain data from processor storage. 
either central storage or expanded storage. The technique used may be the 
use of Hiperspaces in MVS/ESA. 

When the user finishes with the 110 service, more CP service is usua lly requ ired . 
The amount of CP service required before an 110 request will determine the 110 
intensity of the work being done. Eventually. after some CP service, the request 
will be finished. and the user exits 

The delay for 110 service can be reduced by replacing the need for an I/O opera­
tion with a memory service. Placing data in memory reduces 110 time, measured 
in miUiseconds with a memory reference. Data in memory can be accompl ished 
with access methods such as VSAM by buffering. Access methods such as Data 
in Virtual (DIV) and DIV using data spaces, will automatically buffer data In 
memory by deSign Hlperspaces permit efficient use of expanded storage. Which 
ever method IS chosen, access to data is improved Significantly. 

The replacement of an 110 operation with memory service. a replacement of one 
resource with another. albeit obvious. requires that the resource be avai lable. It 
makes no sense to attempt to place more data in memory, in a memory con­
strained system. 

The performance of thiS "system~ is determined by all four resources. How long 
does the user wait before getting all the required storage? How fast is the CP 
response time? The 110 response time? How many CP-I/O sequences are 
required? How much 110 can be replaced WIth a memory service? 

There are some general observations about this system which can be made 
under the "Forced Flow Law",' 

The forced now law is the basis of balanced systems. II can be best described as 
a plumbing problem describing fluids flowing in a set of pipes. 

, See Quantsldllve Syslem Performance by lazowska et a1. 
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SOURCE 

FIgure 2_ A Plumbing Problem 

August. 1W3 

Lei's assume that a fluid Is betng pumped from the top to the bottom (source to 
sink In modelhng terms) In Figure 2 What could we do to Improve the flow 
through this system' (See how systems analysis sounds like plumbing?) 

Could the now through the B· ... alves be Improved to obtain an improvement in 
system now? You should observe Ihallhe flow through A-values must EQUAL the 
flow through the B-valves We can" have more fluid flOWing through the 
B-valves than through the A-valves and the other way around, Correct? Thai 
means to improve the TOTAL SYSTEM flow we would have to insure that each 
of the sel of valves can handle the desired flow The forced now law says that 

(A1+A2) • (B1+B2+B3) 

Now look back at the "real system model The rlrst set of valves is the CP 
service or flow. The second set is the 110 subsystem. To improve the flow 
through the entire system. could we Just Improve the processor service flow 
without a corresponding or balanced Improvement in the 1/0 subsystem? Could 
we forget the amount or storage required by more work? 

Like the plumbing problem. system performance and capacity is NOT limited 10 
one resource. System Perlormance is ALL the Resources in Balance 

The response expectation from such a system is characterized by the graph In 

Figure 3 on page 5 As the rale at which the system processes work (trans­
acUons), the response time Increases and it does this non-linearly 

For the capacity planner. the question most given IS "How much work can the 
system do?" From Just this chart the answer appears to be "As much as you 
want". (As tong as you don 't mind rotten response ume.) What happens in fact? 
As the amount of work Increases, some point is reached which constitutes a 
user's threshold of pain , Then the phone starts ringing . 

CMpter 1. Performance TopiCS 3 
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RRRRRRING. 
"Hello. system support speaking .. 
"What's going on down there? Response time Is "/& .... $# .... % ' " 
~ho is this?" 

The lasl question is significant The action o11he system support people will 
depend upon the identificallon of the caller Is it someone who doing priority 
work? Priority work requ ires appropriate act ion Priority work runs the business 
and that work has to get done in a timely manner 

This impl ies either an assumed obJective or a specified one for given workload 
types . It is in terms of this objective that the capacity for a given collection of 
software and hardware is defined. You can see thai with different objectives, the 
same set of hardware and software can have different capacities . It is nol the 
hardware and software alone thaI denne capacity , but those resources in con­
Junction with objectives. 

When the objectives cannot be met , the system Is out of capacity. 

There are three ways to gain the resources needed: 

• Buy it. 
• Create the illusion you bought It. This is known as tuning. Capability to 

do this implies you have been previously wastmg resources. Like pur­
chasing. there ;s a cost The cost is people, whIle it may be higher. it is 
always less visible than purchase 

• Steal it (take it from a less Important applIcation). Agam there is a cost 
Here the cost is lower servIce to the application from whom the 
resources were stolen.' 

, MVS Performance Msnsgement, by Siebo Frlesenborg and Gary Hall. (GG22·9351) Page 4. 
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J GOd Knows What Else. 
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What to do? From the system model In Figure 1 on page 1. we can see that the 
components of transaction response lime are composed of processor (CP or 
CPU) and 1/0 response time. Storage delay and other components.! The other 
components , in real systems might be logical delays such as ENQ delays or 
application queuemg We will be Interested In the first three components. Scien· 
lifie applications as/de. 110 time can represent the major portion of transaction 
time With the advent of increasing use of Data In Memory (DIM). where the VO 
content is dramatically reduced by using larger memory, the time spent in CPU 
and memory contention Is not necessarily less than 110 lime. 

The shape of the component In the graph Is Intended to Illustrate that as the 
transaction load increases, the responsiveness of the processor or 110 is 
affected. It is not that the transaction necessarily uses more processor service 
time (TeB + SRB time) , but that the response time Increases. Response t ime is 
queueing + service and the queueing time Increases. The transaction has to walt 
to get at a central processor or DASD device 

Chliptet 1. Performance TopiCS 5 



WHERE IS THERE PAIN? 
2 . • 

E:;;:at:pu RT 

1.5 
DDASD 

~ ~PAGING 
~ 

w 
1 •• 

E:;;30THER 

~ 
~ ~SWAPIN 
• w 
~ 

•• 5 

•.• ~~~~~~~~~~~~~~~~~~~~<L 
12 J' 5 b 1 

Teo GROUPS 

Figure 4. Which resource first? 

The message so far indicates that 

• System performance. system flow, is defined in terms of all the individual 
resource performance . 

• All work flowing through the system is nol equally important. 

In this breakdown of TSO time (Figure 4) you can see that all TSO users are nol 
equally happy and the reason for their unhappiness is different. If the response 
lime objective was one second. how can the response time problem be solved? 
For group 3 the problem is DASD For group 7 the problem is processor. Groups 
1 and 2 are hoping that you don't touch anything: they never call system support. 
What 10 do? Well. who Is most ImP'?rtant? The process, in order, says , 

1. Establish Service Level Objectives. The SLO is a negotiated agreement, by 
business unit, the response time threshold for a given rate - for a transaction 
rate less than N, the response lime will be less than T. 

2. Performance management means understanding pain . Where does it hurt 
when the SLO is not being mel? Where is time being spent? Identify the 
problem response time component .' 

, RMF MOnitor III does some 01 this ilutomallcally. See Figure 21 on page 23. 
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Balanced s y stem s Law 

THRUPUT 
SLOWEST 

Thruput 

IS LIMITED BY THE 
SERV I CE CENTER. 

I/Smax 
Smax 
Lim i t 

= 250 

= 1 / 

Lim i t = 
Ms 

0.25 

service 

4 -- per sec. 

Figure 5. Balanced Systems Law 

August, 1993 

One major principle to remember, before we look at each of the resources in 
turn, is embodied in the Balanced Systems Law. This law states that the 
throughput of a forced flow system is limited by the slowest service center. For 
example , consider an interactive system which requi red each transaction to do 
10 1/0 operations to a specific dataset. At 25 ms. per 110. each transaction would 
requ ire 250 ms. of 110 service (Smax is the maximum transaction service at th is 
server), How many transactions per second can the system do? Four. That's 
without knowing the size of the processor, the amount of storage. or anything 
else about this system. Interesting, no? 

Let's look at each of the resources in turn and attempt to understand the factors 
which determine the responsiveness of a resource (or server) . 

Chapter 1. Performance TopICs 7 



The Processor 
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PROCESSOR PERFORMANCE FACTORS 

0 Speed of CP 

[] 0 Number of CPs 
0 Service time 

0 0 Arriva l pattern 
0 Number of use rs 0 
0 

CP WEllE 0 Doma in control 
D a Priori ty 

CP SERVIC( a Time sl icing 

The fadars which determine CP responSIveness are the same for many serving 
mechaOlsms Most fam iliar to us is a bank What faclors contnbute to our expec­
tations for -Ieller· response lime? 

How fast are the tellers? 
How fast are customers arriving? (Especially before I gellhere.) 
How many tellers are serving? 
What kind of transactions are being executed? 
How many customers are there? 

The performance analysis for thIs problem is the same as thai of the processor 
response time. The faclors listed In Figure 6 arc the same The factors are 
generic. 

In MVS software. there are controls which can be used to determine who gets 
access to processor service To follow the bank analogy to obtain the illUSion of 
good service In the bank (I he processor) . we place a guard (lhe SRM) al the 
door 10 stiff-arm people Only a controlled number gel Into the bank InSide the 
bank wailing Is short and the lobby is nol crowded However. the guard does lei 
his friends in first. Not everyone Is equal The dclermlnahon of friends In soft­
ware IS done by domain And even once in line for service. II IS done In prlonty 
mode The importanl go to the front of the hne CP service is not a democracy_ 

August, 1993 
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AN UGLY QUEUING THEORY FORMULA 

o ERLANG'S C FORMULA <MIMIC) FOR 
PROBABILITY OF C SERVERS BUSY 

C<c,u) = ~~/[ ~~+(1-P)~;~ ] 

CO,ul = p 

C<2,ul = (2p2 l+O+pl 

C(3,ul = (9p3 l +(2+4p+3p 2 l 

C(4,ul = (32p4 l+(3+9p+ 12p2 +Bp3) 

Where u-totol troffic 
p-Avg. Uti I izotion 

Figure 7. Queueing Theory 

Queueing theory formulae wh ich describe serving behavior can be very simple. 
The formulae shown in Figure 7 are very menacing since they have to concern 
themselves with mulliple servers. These formulae and their assumptions will be 
the basis of my performance expectations. For those weak of heart. I suggest 
you pass on to the next page while those heartier souts review the formulae.$ 

The first formula estimates the probability that the servers will be busy al any 
time. That's C{c,uj Where ~c~ is the number of servers and .'u" is the traffic 
intensity. The Greek letter P IS the average server utilization (u/c). For a 

single server (c= 1) the formula redu ces to C(1 ,u) = p and for two servers 

(c=2) the formula yields C(2.u) = (2xp**2) + (l+p) • 

If, for a single server, the server is 50% busy. the formula says that. as 
expected. the probability of finding the server busy is 0.5. Intuition would say 
that if there were two servers, both 50% busy. the probability of finding both 
busy would be 0.5"0.5 or 0.25. The formula says it is 0.33. How come? It has to do 
with the assumptions. How many users are there? How do they arrive? For 
example, if there were only one user, the probability of finding the 50% utilized 
server busy would be 0.0: It 's not busy when the one user Is not using It. 

, See Table 5 In Probabillfy, Slafls(JcS. and Queuemg Theory by Arnold Allen. Watch the ·c· and 'c', they mean dltferent things. 

August. 1993 Chapter 1. Performance Topics 9 



QUEUING THEORY M I M I c 

.][1 
(] 

• • Il • 
II 

I Q S 

RT 

E[RT 1 = E[S 1 + E[Q 1 
E[S 1 + C(c,ulE[S l 

C (l-p l 

= [[Sl e + C(C,U)) 
C (l-p l 

Figure 8. Response Time Calculation MIMic 

The introduction of the C(c,u) formula wa s necessary to develop a formula for 
response time. s Given the amount of Service (S) requested by a business unit , 
we want to know the processor response time for this request given the other 
activity in the system. 

We need to know the probability that the business unit will find the server(s) 
busy when ready Ie use the server and the average service for the business unit . 

C(c,u) is used for that. For the expected amount of service E [SJ one could use 
the tolal CPU service time reported in RMF or SMF divided by the number of 
transactions . Figure 8 shows the formula which will be used in the next three 
examples. 

Example 1 is in Figure 9 on page 11. Let's assume that one is interested in an 
estimate of the processor response time seen by the DB/DC workload at various 
utilization or growth points . In this example, there is some higher priority work 
which uses an average of 16% of each CP, The DB/DC workload is cu rrently 
using about 12%. 

Note that there is lower priority work in the system, but the DB/DC calculation 
doesn't bother with lower priority workloads . Why? Because the dispatcher uses 
a preemptive priority scheme. Th is effectively eliminates any interference from 
lower priority work. As mentioned earlier, important work jumps to the appro· 
priate place in line. In th is example, not to the front but ahead of lower priority 
work. This means that the DB/DC workload will see the servers busy any where 
from 16% to 28%. That's the lower bound of only the higher priority work, to a 

I 
' The use 01 capital 'C' and small case ·c· In these formulae occur In the literature. Why? One reason could be Ihat this Is 

another method 01 torture Invented by academics. You kl"lOW what happens In a challc.lalk, don't you? As the talk goes on, the 
small 'c· gets bigger, and the big 'c· gets smaller. 
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higher bound of the sum of higher priority work and DBI DC Itself. For this calcu­
lation the higher bound will be used 

Assume a DBIDC service lime of 0075 seconds and a growth rate of 25% 
Figure 9 shows the expeclelj prxessor response hme versus utilization where 
the utilization stans around 28% and goes to 95%. The processor is a 9021-640 
whIch has 2 CPS 

There doesn't seem to be much of a concern unlll the utilization goes over 85% 
The servIce lime is plotted at a constant 0075 The true response time is In the 
shaded area somewhere Why only somewhere? Remember our dIscussions 
earher about the factors affecting multiple server response time? Such as dif­
ferent distributions. The assumptions here are all thai goes WIth the MIMIc 
theory. 

You cou td use your RMF Monitor ill or Omegamon to help ca librate the esti­
mation 
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Figure P. Ex~mpfe 1 

Eumple 2 Is In Figure 10 on page 12_ Here the formula IS used dlredly to 
compare three processors The processors have a different number of CPs and 
the total power is different The purpose of thiS example IS to examme the 
trade-off of response Ume and throughput The base processor is the 9021-640. 
The service time is 002 seconds To adjust the service time for the other 
processors. I used the average power per CP compared to the base processor 
Although the 3090-600S has more power than the 640. the power per processor Is 
less Hence the service time IS longer 

Notice that at low utlllzalions the response time Is nearly Identical 10 Ihe service 
time Also notice that the lines converge at very high utilizatIons where the 
amount of queueing Is large enough to over come any service time differences. 
Until very high uti lizations. the 3090·600S never catches up. The situation for the 

Cntpter' . Performance TopiCS 11 



0 . 120 

9121·742 with 4 CPs is different At around 80% the queueing on the 2 CP 64() 
becomes larger more rapidly than the 4 CP 742 In fact the lines cross (albeit a 
tiny difference and probably not empIrically detedable) This raises the possi. 
bility that slower CPs might do better Jr there's enough of them. 

The significance of all of this will depend upon the impact on total response time 
Usually. the end user would nol deled a change in processor response time in 
the order of 0.02 to 0.05 seconds. However the difference in total power for these 
machines could be significant to throughpul. Thai's shown In Figure 11 on 
page 13 This is essentially the same data as the previous figure except the utili. 
zallon for each processor has been converted to transaction rate. Here the 
9121·742 leads the pack with throughput al higher utilizations even though it was 
slighlly behind the 640 in response time al lower utilizations. 

Clearly this set of graphs is dependent upon the models chosen In the compar. 
Ison.1 
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I Figure 10. Example 2 

1 A generalized 'acUity can be round In CP90 on HONE lor IBM SEs and on IBMUnk a. a ser .... lce to customers. 
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Before looking at Example 3, let' s look at the data for MP overhead. Wi ll a 2 CP 
configuration be twice as fast as a 1 CP configuration? It will be close, but not 
exactly twice. As the number of CPs in a machine increase, the overhead 
increases. The CPs nol only interfere with each other (accessing data) but 
require pOints of synchron ization or points of serialization and a certain amount 
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of cross talk to keep everything straight. Pul another worker in my office and 
some amount of interference (a lbeit pleasant) is generated. Put two more 
workers there, and the cross talk increases. 

I may be busy but not productive. My ITR falls. OTR. Internal Throughput Rate or 
number of transactions per CPU second is a measure of processor power. More 
on this later.) Figure 12 on page 13 shows that the decline in productivity is 
workload dependent. Scientific batch has the least problem, IMS the most. The 
advantage in scientific batch is in its data and instruction stream characteristics. 
It does not use a lot of system services (common data and queues). it does not 
share data (common area or between memories). and is a single memory appli­
cation . The other workload types do these things to a greater or lesser degree. 

An advantage of a single system image . usually not discovered in a benchmark. 
is the ability of a large single system image to deliver more power to a high pri­
ority application over periods of varying demand. Excess power from one system 
image is usually not available to other images (outside of shared CPs in LPAR). 
When the high priority tasks are idle. the power can be used elsewhere. 

A single system image also saves processor storage. The single image requires 
only one copy of the system (Nucleus, PLPA. SQA. etc). This is particularly 
Important in smaller systems where the system itself represenls a large propor­
tion of the lotal storage. 

This discussion does not consider any management advantages of single system 
image over multiple system images. One advantage usually worth the cost is the 
ability 10 maintain one application image instead of splitting the application over 
multiple images. 
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Now leI's continue with the examples of applying the Erlang·C formula . Example 
3 is in Figure 13. Using the 9021 family of processors which have models from 
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one to eight CPs. one can see the Impact of adding CPs The curve flattens . as 
expeded as the number of servers Increase 

From the discussitln above we know that the configurattons with a smaller 
number of CPs (servers) . each CP 15 Slightly fasler than the configuration of a 
larger number of CPs But this slight advantage IS minor compared to the advan­
tage of having a larger number of servers However after about 4. the advantage 
appears to be one of throughput Since the conflgurallon with a larger number of 
CPs has more power 

That"s the theory. What about assessing the amount of queueing that occurs In 
an actual system? 
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Figure ,. RMF Mon/for /11- Sys/em Information 
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What dala IS available 10 momtor processor response delay? RMF Momtor I pr~ 
vldes the distribution of queue lengths In the CPU ActiVity Report. This value 
appears as the va riable OCPU In the SLR (Service Level Reporter IBM program 
no 5665-397) Performance Management Reports figure 14 Illustrates the RMF 
Momtor III System Information Report Along With the system summary the state 
of each work type (TSO. Balch. and Started TaSk) Oomam. and Performance 
Group (not shown) is given If the domainS and performance groups are set up 
by bUSiness UOit. it IS possible 10 discover the problem of that busmess unit and 
assess the Impad of a solutlon _ Wouldn't It be OIce to assess the Impact of a 
migration from a 3Q9O.300S to a 400S? Would the work In Domain 7 be interested 
in a system With more CPs1 How about Domain 2? Domain 2 averages 3 users 
walling for processor service Additional engines have the potential of solVing a 
problem for the work in thIS domain Domain 7 shows httle or no work being 
delayed by the processor Hopefully thiS renects the correct pnonty_ The Delay 
report in RMF Monitor III will descnbe tho processor delay in terTils of percent of 
time wait ing for the processor 



PROCESSOR SUMM ARY 

DEL I VER Y CP SPEED , ARCHITEC TURE, 
SW & HW IMPLE MENTATION , 
NUMBER OF CPs 

RESPONSE : THRESHOLDS , CP SP EE D, 
NUMBER OF CPs 

CONTROL PRIORITY 
TIME SLICE 

FIf}IJrft 15 CP Summ.lTY 

The summary for the processor resource IS shown 1M Ftgure 15 One of the key 
items 10 remember is that threshold ullhzahons app y 10 bolh DASD and 
processors As the utilizallon of a server gels h gher I"'e wattmg Ime gets 
longer II IS a fact of life 

High utilization is not necessanly a problem as long as the low pnonty work IS 
Just that - work at the bottom of the Queue and Ihe priority IS really low High 
utilization becomes a problem when the war'" al the bollom of the queue Is nol 
meeting its performance objectives 

Add itionally. work allhe baltom of the dispatching queue, although il may be 
meeting its SlO. can cause slorage-problems What Is the Job doing while It 
walts to be dispatched? II IS holding central storage frames This processor 
delay can exacerbate a storage problem 

The expectation for processor response time will depend upon the power of each 
CP and the number available in a single sySlem Image.-

• AJII'IO\,IQI'I ' (I'(ln-t d,scu" It, software can I'Is ... e. a s'gn",cant el1cc;t on proceuor fltSpotIS''''enMS I,. PfJontv sc~ Imole­
mented' How about hme .IIClng? How IS illmpJemenled? The history ol.yste.m conltOI proor.m, j'!uslrates lIle ditlarences 
and advlntaoos, Application sohware can nave bUill In queueing 100 
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THE PAIN OF STORAGE DELAY 

~::~~~--~'TPAGE:R' I ' • P.g •• , •• p, ••• 
(for .. ,h "I I" .11' I I--+-___ TSRM:A'I I" - Rtlldtnl lime 

* MORE STORAGE 
(Central or Expanded) * CHANGE MPL 
(Pag i ng •• Swapping) * FASTER PAGING 

The lack of processor s10rage causes both swap In delay (TSRM) and page delay 
(TPAGE) Although a page fault which 'I resolved by ASM can mean a delay of 
about 30 milliseconds many page faulls can cause an annoying delay How 
much can be tolerated? That's a very Individual question. 

In general. delay is to be avoided Whenever page delay can be avoided, do it. 
The size of page delay for any transaction is obtai ned by multiplying the page 
fau lt response t ime for 8 single page by the number suffered by each trans· 
action. The delay has to be weighted by the number of users affected. If It is a 
T50 user, one person wai ls U CICS page fau lts, all active users wa lt 

The page delay time is 100 high when the response lime of a tran saction 
exceeds its objective and the page delay lime's a significant portion of the 
response lime I did not say Ihat the page fault rale Is too high: It is the page 
delay thaI counts' A page fault rate of 2/second can be worse than S/second if 
the lormer takes 40 Ms each and the latter 10 Ms each. 

Pagmg va also adds 10 the contentIOn or the va subsystem when page data sets 
are not on dedicated paths 

The problem of excessive page delay can be solved in a number of ways. 
Reduce the page rault rate by provid ing the transaction with more processor 
siorage. ThiS IS done by either seUIng the muiliprogramming level lower (keep 
some users out of storage. swap Instead of paging) or getting more processor 
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storage (central or expanded) Or reduce the page fault time by providing a 
faster paging mechanism' 

The data required to determine whether you have a paging problem can be 
found in Figure 14 on page 15 The sample data shows about three address 
spaces (ASCSs) on average delayed for storage One is enough 'f it is CICS or 
IMS The Identity of the ASCS can be found In either the domain summary or 
performance group summary In thiS report or more detai led storage repons In 

Monitor III. In this sample. if the work in domain 5 was the most sigmficant In the 
installation. the magnitude of the storage delay would be reduced Domain 5 isn ' t 
suner!ng from the pain of storage delay However. if domain 6 was CiCS. the 
problem takes on a different complexion One of the CICS regions would always 
be In page delay. Thai would be serious 10 

Other than paging and swapping, a moro interesting aspect of Storage is the role 
of I/O elimination or Data In Memory (DIM) or course, the elimination of paging 
is the elimination of I/O. but how about Ihe elimination of useful I/O? Useful 110 
is related to the movement of MY data. MY programs 

Making data available for processor operations is the name of the game in com· 
pUlers After ali. it is called data processing leis look at 110, how it operates 
and the performance impact 

• See MVS Pagmg Performance ConSideratiOns by Siebo FnesenbOfg (GG22·9264) 

10 See Zero Swappmg/Paglng /f0 - A ReaMy by John Ryden In 19811 CMG Conlerence P'roceeCllngs. Page 531. 
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The 1/0 subsystem can be viewed as a server for 110 service requests from the 
processor. A system requires enough 1/0 10 sallsfy the rate of requests with a 
reasonable response lime From the system model Illustrating the forced now 
law. we can say thai work flowing through the "CPU subsystem" will be al the 
same rate as the "0 subsystem The now through the CP ~vatves'" will be the 
same as the 1/0 "valves" 

From the CP point of view. you need enough 110 to keep the processor busy, 
Symmetrically. from the 110 point of view, you need enough processor to keep 
the 1/0 busy. It does have to be balanced 10 keep work flOWing through the 
system. 

On a system the Size of a 3090-2005 500 1/0 operalions per second would nol be 
uncommon That's one every 2 ms on av~rage An 1/0 operation lakes about 30 
Ms without cache and about 15 ms with cache II WIth a high enough Multi­
Programming Level (MPL) . the processor can be kept busy This requires about 
100 uncached actuators to do thIS (The capacity plan Will determine an exact 
number.) However each Indlvtdualtask.. Without cache, has to walt about 30 ms 
Cache might reduce that significantly 

11 Set! OASD EltPIIC1BIJOnS ror • complete dISCUSSIon o! performance expectatIon, lor DASD 110. 
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I/O EVENTS 
STARTIO Path Device 

Queuing Device 
SSCH 

Path Delay 
Connect 
Seek 

~ 

Latency 
Path Delay 
Connect 

CCWs-. lEI 

A---+ B 
o o 
?) Data-.[] 

CE/DE 
FiQur. lB 110 hents 

The performance of an 1/0 device can be more complicated than the processor 
The 110 events outlined in FIgure 18 begin to Illustrate this comp lexity. AnalysIs 
of response time expectations would Involve establishing expect allons for the 
individual events Th is has been done elsewhere n The point of our discussion 
here is 10 note that I/O events involve mechanical and electronic events The 
duration of each event will depend upon workload 110 architecture (S/370. 
S/37()"XA. and ESAl370). and device implemenlalion (3380, 3390 for example) 

The process or 110 analysis proceeds in a Similar manner 10 transaction per­
formance analysis In Figure 4 on page 6 the transaction was decomposed to 
reveal ~where lime was spent ~ euphemistically , ~Where Is the pain? - Figure 19 
on page 21 shows a similar approach for 1/0 "Where Is 110 lime spe nt? ~ 
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WHERE'S THE PAIN? 

1--_ QUEUING -+ Service Time, 
Rote, MPL 

DELAy-(Y-+Geo. ,I/O MPL,Arch 

DELAY-IP-+Geo., I/O MPL 
CONNECT-+Blksize, Search, Geo. 

SEEK -+ Do to Re f, Geo, Arch. 

LATENCY -+Geometry, Arch. 

Figure 19 Where'. the 110 p.,in' 

The analysis proceeds In Identifying Ihe size of each component and the cause 
of each component. For example. connect lime, reported by RMF Monitors I. II. 
and III , IS a result of the use of the Interface between a device and central 
storage. This can occur when transferring CCWs Dala, or when the device is 
performmg a (unction which requires thc Interface to be connected. 

If the size and cause of Ihe components can be determined. an intelligent busl· 
ness decision can be made about a choice of device improvements . Figure 20 
on page 22 is an intelligent person 's guide to CASO and controllers. 11 is a shop­
ping lisl. The list matches specific problems with devices whose characteristics 
address those problems, 
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3380 

WH AT' S THE MED ICINE? 

QUEUING -+ FASTER 
MORE 

DELAY - CP-+MVS/ESA,3390 

DELA Y - I P-+ 3390 
CONNECT -+ 3390,3990-3 

SEEK -+ 3990-3 

LA T ENCY -+ 3990-3 

Figure 20 A SolutIon to Malch lhe Pain 

How is the I/O pain chart developed? First of all . Is there an UQ problem? And. 
how can it be recognized? The process Is 

1 Is there a problem? 
2 Who's got il? 
3. Do I care? 
4 What can be done about It? 
5 Old I do it? 

This is the general now of Performance Managoment 

Step 1. Check Figure 14 on page 15. ,This RMF report Indicates whether there is 
any device delay. It also measures the size of the problem by the number of 
users affected. 

Step 2 Check Figure 21 on page 23 This Is a sample of the delay report from 
another system.lXllZ Whose got the problem? This Is more Important than the 
number of users affected. Remember 1/0 servtce Itke the processor. is not 
democratic. One important job or transactIon belOg delayed can be much more 
significant that a number or other transactIons or Jobs The referenced report 10 
Monitor III indicates where delays eXist by specIfic resource by specific users 
This report happens to illustrate the delays for the Batch jobs only. Here agam 
is a useful report which aids in the assessment of performance impact. "Who will 
be helped?"' "'How much?"' 

Step 3. Who is being delayed often determines whether any action is necessary. 
Very important work requires Immediate aHenllon less important work? Well , 
maybe we'll look at it tomorrow. 

It The datil from system E90L wes generated using some synthetiC Jobs to create pain whereas system AQTS IS production data. 
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Slep 4 To identify the solution to an 110 problem. one must Identify where IS Ihe 
I/O paIR. Again we appeal 10 RMF MORitor Ill. The Monitor III DEV and DEVR 
report would give an Imllal assessment of the location of pain. Is it device 
queuemg connect . disconnect or pend time? See Figure 22 on page 23 
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Figure 21 RMF MonUor III - DELAY Report 
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RMF Momlor III version 4 1 1 has buill /nlo II some suggesled so/ullons to prob­
lems it identifies. Figure 23 is one of those reports Suggested solul!ons are 
lisled 

A brief sel of 1/0 problems and solullons follow 

Oevice Queueing or Oelay The 110 MPL for a device IS 100 high. ThIS could be 
from too many dalasels being used at the same time or 
just dataset conlention In the former case. one could 
spread the datasels run Ihe requests sequentially. or 
make the 110 faster 

Pend Time 

Connect TIme 

Disconnect time 

Th is includes channel and control unit contention when 
starting an 1/0 H It Is larger than 2 milliseconds, the 
reason Is almost exclusively shared DASD. Check the 
sharing systems for devIce contention. Large Pend 
time is Inler system device queueing 

This IS large blocks for a sequential data set, or many 
blocks as In a Swap devIce or search lime on a PDS 
In the former case large connect tIme is very efficient 
It usually means thai lois of data IS being delivered 
Onen II represenls Ihe same data being delivered over 
and over again This problem can be reduced with 
caching or even I/O ellmlnalron For example. if the 
device is a program library the MVS/ESA LlANLF 
feature should dramatically reduce iI. 

If the tola l connect lime on the paths (total 
rate·connect) to this device rrom the other devices is 
high, the disconnect time is probably RPS delay. Oth­
erwise, It Is seek lime which Is caused by many data· 
sets in use or onc very very large dataset. This is 
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solved In a manner similar 10 device queueing or with 
a cached controller 
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FtgUfet 26 O.t. In Memory 

An old Joke goes somethmg like IhlS 
-Doctor it hurts when I do this· 
ihen don't do it" 

If 110 time hurts. don't do It In the beginning In Figure, on page 1, we alluded 
10 the solution of an 110 time problem Replace I 0 operations with a memory 
servtce Data In memory IS onen very easy 10 accomplish The relative time it 
takes to get data to the processor IS Illustrated In Figure 26 When a task is 
running on a processor the lime II lakes 10 saltsty a request for data vanes con­
siderably with the location of the dala from a rei alive value of 1 if it is tn the 
high speed buffer, to around 8 million If the dala must be retrieved from DASQ. 

Fortunately the numbor of accesses Is much higher for the faster memory Most 
access by the CPU come oul of the High Speed Buffer (HSB) The percent of ref­
erence hIts in the HSB is In the high nineties Slrr.llarly, the data reference hils 
in a OASe cache can be typIcally around 90% or bener 

The placement of data In the high speed bu lfer Is controlled by Ihe hardware 
The other locations can be controlied by software or systems programmers The 
rei alive perfonnance advantages can be leen In the ratios In the figure. Impor­
lant data should take advantage of the performance opllons of the storage hier­
archy Some very general opllons fotlow 

For many sequential passes al a data set move the data to a VIC dataset first 
With MVS/SP4 2 and MVS/ESA. the VIC data set Will be put In expanded storage 
if the space Is available After the first pass. data will be delivered extremely 
fast at memory speed. not DASO speed 

If the data is referenced sequentially Just oncc. moving the data to a faster 
medium is counter producltve Read It the fastest possible the first time. Thai's 
QSAM or VSAM and 1015 of buffers. 
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For Randomly accessed dala, use Dala In Virtual (DIV) or DIV with data spaces if 
the data is tabular, Otherwise use Hlperspaces. VIO, or maintain a high proba­
bility that the data will be In memory (central or expanded storage) by specifying 
a larger number of buffers 

Data In memory in all cases assumes thai memory is available - memory is nol 
a constrained resource 

Each access method has limitations. 

• The number of QSAM bullers musl be less than 255. But unless the block 
size is very small. this limit will not be reached Anyone 1/0 request will be 
limited 1031 buffers or 230-240K of virtua l storage 

• With MVS/DFP3 1 the number of VSAM buffers Is 64k. Previously it was 64Mb 
in space 

• DIV window size IS limited to the space available In the private area 
• Data space size Is limited by 2 gigabytes It offers data isolat ion in a sepa­

rate address space Currently data spaces are supported only by Assembler 
language 

In any case, data In memory offers a very attractive solution to the 110 time 
problem. In some cases II requires changes 10 the application. In other cases, 
the migration to MVS/ESA does it automatically for some system dalasels 

The next step in the solullon is faster 1/0 ThaI's the 3990-3 and the 3390 
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Summary 

SUMMARY 

* Wh at ' s the prob l em? 

* Who ' s got ' t? I , 

* Wh at can be don e abo u t t ? 
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FiQure 27. Perfotm~nce Anillys;s Summary 
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Performance analysis and pertormance management steps have been outlined 
above They Involve establishing thai there is a problem. understanding which 
resource is the major cause of the problem, finding out who has the problem. 
and finally figuring oul what can be done about it? 

The problem usually comes down 10 analysis of the behavior of the servers in 
the system model : processor, 110 , and memory. The analysis Is greatly aided by 
RMF Monilor Ill. Resolving the problems Is facili tated by the architecture in 
MVS/ESA which permits the trade-off of one service with another. 

The next top iC is capacity plann ing 

AU9US!,1993 

__ __ ~ ____ ~~-~-=-=-_=_~e __ $"'. ____ • 



Chapter 2. Capacity Planning Concepts 
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Figure 2B. PM & CP Flow' 

The Capacity Planning (ep) process begins with data coming korn RMF, SMF, 
082, CICS. etc. in MVS, and the many other sources In VM , and VSE. The data 
appears in one or more log files produced by these data collectors. (See 
Figure 28.) 

The data contained in these logs can be voluminous In order to use the data for 
capacity planning or Performance Management (PM). the data is extracted from 
these logs. The extractIon process involves a number of operations. 

• Variable reduction · all the variables In the log may not be required for 
capacity planning. PM usually requires a larger set of variables than capacity 
planning but even for PM. variables may be left behind in the log for use on 
an as needed basis 
Variable merge - different logs may be combined to provide a picture of all 
the variables by time. Data combined by time will enable a view of one vari­
able next to another variable al a specific time even though the variables 
came from different logs 
Data enrichment - data may be added to with descriptions of vanables or 
collections of variables which are nol contained in the data provided by the 
data collectors. This local specification might be the relationship between 
performance groups and business units. 
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Once the data base is formed , with a sel of variables satisfactory to PM. Queries 
can be placed against the data base. (See Figure 29.) An example is queries 
about the utilization of a resource al specific times. The results are returned 
either in tabular or graphic formal. 

For PM. the purpose is to do performance analysIs Am I meeting my service 
level objectives? Which resource is having a performance problem? What's the 
cause? 

For capacity planning. which follows upon PM, the data result is a selection of 
samples which would be used for capacity planning. For example. only the 
hours when the DB/DC application Is active may be of interest. 

Upon deciding which samples to use, a further data extraction IS performed. 
Capacity planning variables contain a subset of PM, and the interval of interest 
may last years, rather than a few days to a week for PM. A smaller data base is 
called for. 
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The data in the logs may come from different systems (See Figure 30.) The PM 
process may not combine data obta ined from different system images although it 
should. Capacity plann ing requires that the complex of systems being consld· 
ered be put into a structure which can be used for capacity planning decisions. 

1. What is the Central Electronic Complex (CeC) which contains the system 
images? 

2. If there is more than one system Image runn ing on the CEe. what is the 
Supervisor enabling this? LPAR? VM/XA? 

3. What is the System Control Program? MVS/XA? MVS/ESA? 
4. What are the workloads running in this system image? CICS Production? 

TSO Development? 
5. What variables are needed to describe each workload? CPU? Storage? I/O? 
6. What is the DASD configuration and usage? 

cnapter 2. Capacity Planning Concepts 31 
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After the step of describing What there Is which fulfills the capacity planning 
structure. comes the interesting part whIch enables capacity plannlOg Where is 
it going? The forecast. The forecast comes In many flavors (See FIgure 31 .) 

• Growth by a Resource (CPU for example) This IS Ihe ultImate for the 
capacity planner Once the resou rce growth IS known . and the starting POint 
Is established, the projection enables Ihe capacIty planner to decide Ihe l ime 
of saturallon - when isn'lthcrc enough resource to match the projected 
requirement? However th is growth by resource does not usually conceptu­
ally match the business plan and often has tlltle 10 do with the description of 
plans In the end user vocabulary They think In terms of users, transactions, 
and business objects. 
Growth by Users This method establishes the current number of users and a 
profile of the cost or resources per user With a grow1h by user input (next 
quarter there will be 10 more users) the resource reqUIrement can be 
described In terms of ~Users~ a term understandable 10 the ind ividuals 
making bUSiness decisions 

• Growth by Transactions This is Similar 10 growth by users The transactions 
are descnbed In terms of a resource and projections are made accordingly 

• Growth by Objects Company X makes Widgets and Gears These may have 
variable resource costs to produce and market The projections being con­
sidered by the company have a variety of proposals - more Widgets than 
Gears? ConSideration is the resource cost of each and profit obtamed 
Growth by Widgets and Gears like users and transactions determines the 
resource cost of each and can handle the resource projections of a variety of 
alte rn atives 

Ult imately, comes some table or graphic which embodies a recommendation 
showing resource growth (we hope) and points 01 action, such as, on which dale 
Is a larger resource obtained This is nol one graph of course The bUSiness 
plans shou ld have a vanety of scenarios which renecl the range of economic 
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forecasts for the company A lean growth picture? An aggressive growth picture? 
And how do these different economic pictures impact resource requirements? 
(See also the discussion In "Growth" on page 64.) 

Processor Resource and DASD 1/0 
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Figure 32. Forced Flow Model 
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Figure 32, shows the syslem model which will be used to connect the resources 
of Processor (CPU), DASD 110 . and memory service. The basic cycle is between 
processor service and 110 . The task does some CPU and then some 110 until fin ­
Ished. 110 can be replaced with a memory service (more buffers. Hiperspace, 
Data Space). but once established . the relation between CPU and 110 rem ains 
relatively constant. The amount of CPU power used (power M times proportion 
used B) and the amount of DASD tiD (110 rate S at response time RT) is rela­
tively constant. 

This claim of proport ion between CPU power and tiD is admittedly variable 
across small intervals (seconds or minutes). But capacity planning usually deals 
with intervals of at least an hour, and more likely. hours. Th is larger interval 
tends to smooth momentary resource bursts. 
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The relationship between the amount of 110 and CPU used can be seen in 
Figure 33. The CPU utilization and 1/0 rale lend to rise and fall together ThiS 
indicates that the workload is stable and the descnptlon of these workloads In 

terms of resource variables is acceptable A lack of correlation between the 
resource consumption of CPU and 1/0 would discourage the applicallon of a fore· 
cast to any of the workloads thus deSCribed The workload grouping IS nol 
stable If unstable. the chOIce IS among 

• Selecting different samples 
Selecting samples of larger duration (The sample durallon for capacity plan­
ning usually has a minimum of 1 hour and can be an entire shift of 8 to 9 
hou rs. Smaller intervals are subject to natural va riations in workload charac­
teristics and workload mix) 
Splitt ing the plan into two plans as might occur when the samples originally 
came from first and second shift 
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The relationship between the amount of CPU and I/O is called Relative I/O 
Content (RIDC). (See Figure 34.) II is the ralio of the number of physical OASO 
1/0 operations per second to the power used. 

The data obtained by the data gatherers provides the CPU utilization {B, where B 
Is in the interval (0,1)) Irthe specific CPU model has a power number M (the 
source of which is in Figure 47 on page 47) . the amount of power used would be 
M"B. If the number of OASO physical lIOs per second was S, then the RIDe 
would be S/(M-B) The RiCe can be viewed as the number of I/os expected per 
unit of power for this workload. For example, given the following situation: 

• 3090·2008 
• MV81XA, 
• 67% busy 
• Power number M = 1768 
• DASD 110 rate of 425 

Then the RIDe would be 425/{1768"O.67) or 0.36. 

The RiCe is a useful concept. If one knows the general range of the RIQe for an 
application, such as OB2, then some interesting questions can be answered. For 
example, a DB2 application does 25 lIDs to DASD. How much power is required? 

Well , if the RIDe for 082 is between 0.2 and 0.3, the power requirement can be 
computed using the equation S= M"R'B. We know S (25) and we know R 
(O.2<R<O.3). Can the power used (M'B) be computed? 

The Rice can change over time. Faclors wh ich affect ~S~ would be changes in 

• Access method - change to an access method which has enhanced buffering, 
would reduce the physical liDs. 

• Blocking factor - more data per 110. 

Chapter 2. capacIty PlannIng Concepts 35 



Latent Demand 
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• Data In Memory (DIM) - rather than a physical I/O for application dala, data 
is retrieved from more buffers , a data space. or hiperspace. 
SCP - A new SCP could take advantage of a new architecture designed to 
reduce DASD 110. For example, Expanded Storage. 
DFP and DFSMS - may change how 1/0 IS done. 

Factors which affect -MoS- would be changes in 

• SCP - path length changes to support new functions . 
• DFP and OFSMS - more function generally means longer paths. 
• Service ASCBs - chang ing a monitor. JES, or VTAM may add overhead 
• Function - more means more. 
• Complexity - As end users become more sophisticated with applications. 

they tend to use the full function of the application and that means more 
M"B. 

Figure 35 on page 37 shows a 52 week plot of some actual data. Each data 
point is a 40 hour average of prime sh ift CPU util ization. Notice that over lime. 
the average and the maximum hour for the week are drifting upward .... At least 
until week 25. 

At around week 25, the maximum approaches 100%. The average's drift upward 
slows. but still moves upward. Old growth slow considerably after week 25? No 
There was no room to grow. What happened to the growth or work that wou ld 
have been there when the available resource ran out? 

1. II was run later. 

2. It wasn 't run at all . 

These opt ions mean that new applications might not be introduced. existing work 
is delayed, or just that the general level of productivity decreased. 

This delayed work is called latent demand. It is an amount of CPU demand that 
is ready to run. In Figure 35 on page 37, It appears as the area between 100% 
and the extension of the maximum if the maximum could continue to rise over 
100% . 

The measure of latent demand is found in the ratio of maximum to average 
processor busy called the Peak to Average Ratio (PAR). 

If the samples are 9 Hour averages and we have 5 samples {5 samples points of 
prime shift averages} . the Peak is not the maximum of the five samples. The 9 
hour average is too large to be useful to compute the PAR for capacity planning. 
The maximum is usually the maximum value found among the RMF samples 
which were used to compute the 9 hour average. This samples size is usually 
around 15 minutes to an hour. 
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Figure 36 on page 37 shows a simple set of CPU utillzallons taken for one day 
The average IS about 65% and the peak near 100% ThaI 's a PAR of about 1.5. 
Since the samples are hours, the peak hour of 100% IS usable If the samples 
were days instead of hours, a peak day average is not sufficient One would 
have to look al the samples making up the days averages to find a peak interval. 
For RMF this can be found in the Summary Report developed by the RMF Post 
Processor 

LeI's assume that the installation grew uniformly by 15%. If we could assume 
that the curve. with growth , is shifted upward by 15%. the curve might look at 
the upper curve in Figure 37 Of course , the curve cannol go above 100%. If it 
COUld . since the demand was there It might go Up to around 11 5%. It actually 
goes to 100% With a potential of 115% ThiS potential is called Latent Demand. 

A latent demand of 15% says that a processor With a peak of 100%, if upgraded 
with another 15% more powerful would still have a peak of 100%. Very embar· 
rasslng for a capacity planner. You will naturally be asked "Why isn't it 85%1" 

To understand Latenl Demand, il is Imperative to track the PAR over time. The 
current PAR may be very misleading In Figure 37. what happens to the PAR as 
the average increases? For a while II may stay the same. After the peak hits 
100% . an increase in the average means a decrease in PAR 

PAR - Pea~ / Average 

The peak remains at 100%, the average Increases and the ratio decreases. 

Latenl demand can cause embarrassment. In Figure 38 on page 39, we have 
system A with application·1 and a smidgen of batch while syslem-8 has 
application-2 and batch. We plan to migrate these two systems to a single 
system Image where the processing power is approximately that of A + 8 . 
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Appllcatlon-1 IS the most Important 10 the Installation's business activities What 
could happen? 

If the figure represents the average utilization for each business unit. one can 
see that the peak to average ratio of Applicatlon-1 is near 1. My guess is that is 
was not that histOrically and the utilization near 100% is a red light flashing 
There IS latent demand here Even If we were not tracking the latent demand by 
means of historrcal PARs, the lighl Is stili flashing red. 
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When the single system Image is brought up, who do you thmk will be calling 
system support? Certainly not application-1 users What happened? With 
applicallon-1 at higher Priority and the latenl demand for CP power, apphcation-1 
began to use the increased availability of power With a limit to the power avail­
able to lower priority work, application-2 and batch received less ThiS might be 
observed In RMF by a reduced response time or Increase transaction rale for 
apphcation-1 and a reverse for lower priority applications Is this bad? 

What if applicatlon-1 was THE business application? The answer might Ihen be 
~This is goodness. ~ if we wanted the same dlstrlbutlon of CP resources sorne w 

thing would have to be changed to guarantee appllcallon·2 and maybe batch a 
larger share. Th is is accomplished through a combination of priority and time 
slicing, SRM controls. It can be adjusted. The trick Is to remember that one task 
can use the power of only one engine at a time On a four CP system image one 
task can absorb only 25% of the lotal syslem power, while on a Iwo CP system. 
ills 50% 

Figure 40 on page 41 shows what might be a typical growth scenario over 30 
months. Some observations 

• There was an update in months 18 and 27 or some rather large down siZing 
somewhere Let's assume the former. 

• The PAR in months 15. 18 24. 27 was decreasing rapidly or negligible 
already 

• The growth rate was small where the PAR was decreasing This is a 
warmng~ Ever hear the statement "Why Upgrade? There's no growth; 
There's no growth because there's no place to grow Into A historical chart 
is very useful to put some reahty into statements 
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As always, you should be skeptical and ask - "When might Latent demand be of 
no interest?" Figure 41 show the combined utitizatlon of two workloads, a 
DBIDC application and Batch. Belween the hours of 11 and 14. the batch work 
gels squeezed out. Batch has a latenl demand. Do you care? If it were my batch, 
the answer is yes. If it Is yours, no. 
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However, one might apply the concept of PAR to just the DBI DC apptlcallon 

The notion of PAR and Latent demand denne a concept catted CPU SaturatIon 
By definition. the Saturation Design Point (SOP) is 

SOP· loa / Hlstorlcol PAR 

The historical PAR is chosen rather than the current . because the current may 
be zilch if the average IS very hIgh A hIstorical PAR of 1 4 YIelds a SOP of 70'% 

This concept of SOP IS a capacity threshold This IS distinguished from a per· 
formance threshold. A performance threshold IS defined as that utIlization when 
a workload has a significant queueing problem· response lime becomes large 

Sample Selection 

42 Balanced SySTems 

Sample selection for capacity planning differs from performance analysis In that 
In performance analysis there are no poor sample selections. only uninteresting 
ones For capaCity planning samples are used to characterize the resource 
usage by business Units The samples chosen should adequately describe each 
business unJI and thereby the total resource usage 

Questions in sample selection 

How many samples? One IS enough If II IS the right one The right one is the 
one whIch gives the picture for all the business umts In the absence of such 
omOlscience in sample selection a number IS chosen which encompass a 
time interval where variallon would occur 

• What's the duration of each sample? Figure 42 on page 43 shows a set of 
data viewed for durations of 15 minutes 1 hour 4 hours. and 8 hours As the 
duration grows the unruly behavior dlmlmshes At 15 minutes the data 
vanes conSiderably Intuitively 5 minute Intervals would be even worse II IS 
reccommended thaI samples should be at leasl an hour in length Four to 
eight hour durations are even beller 

• Are all Ihe workloads running? Are Ihey runn ing in the same proportion 
during each sample? Figure 43 on page 44 shows data for five days. II 
doesn 't lake too much to see that the workloads proportion vary consider­
ably over the week. Friday. day 5 Is primarily a balch day dominated by " P 
Batch."' On Monday, there's none What's to be done? 

We could use the average bulthe resource description would dramat­
ically undereslimate the requirement lor P Batch on Friday. The require· 
ment could be Significantly underSIzed If the growth rate 10 P Batch IS 
large 
We could use just Friday But we might Ihen have a problem if P Balch 
has a small growth rale and Database W IS large 
We could a sample al random and get a random result 

In this case. we might have to build multiple models to reflect the day 
dependent resource requirement Figure 44 on page 44 offers us the oppo­
site situatIon. There IS great conSistency across the week. Very nice data 

How many samples should be used? The answer to this comes from experi· 
ence. The capacity planner should be revieWing the data at least weekly 
Remember. one sample is enough If II Is the right sample. I would suggesl 
reviewing the dally averages once a week II might nol be a bad idea 10 even 
save It . 
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If there are multIple Images Involved In the complex. you should be 
reviewing the data from each image With multiple Images. the r ight sample 
implies not only the right sample from each but the right sample for the 
same time' This is tru p bpcause of shared OASO In a multiple image 
complex Choosing dlffcrer,: lime penods makes the modeling of the OASO 
subsystem completely suspect ThaI's why uSing an average of a number of 

samples is often a superior choice 
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Figure 45 shows some of these concepts put together on one chart. the Satu­
ralion Design Point (SOP) of 70% says thaI when the average reaches 70. the 
peaks will then be at 100. After 70% lalent demand beginS 10 build or work thai 
CQuid be serviced, is not The processor is salUrated 

If the ralio of 1/0 and power used is relallvely constant (RIDC) , as the CPU 
average rises , the 1/0 average should rise In proportion. If the CPU saturates al 
70% In the figure . the CPU 1/0 rate saturates at about 250. The CPU I/O rate 
saturation point does not mean thaI the 110 subsystem ca nnot do more, it means 
that the DASD 110 rate coming from the CPU should average about 250 It implies 
that the 110 configuration should be able to handle about 250 lIDs at minimum 
when the SOP Is reached, 

Consider this example, 

CPU Avg. 40 
CPU Max. 55 
I/O Avg. 135 

The PAR is 55/40 or 1.38. the SOP is 100/1.38 or 72%. If the 110 average IS 135 at 
40% , what will it be at 100% 1 That's 135/04 or 338 But we saturate the CPU at 
72%. So, the CPU 110 Rate Saturation is 338'072 or 245 

The concept or CPU and 110 saturalion is intereSting You can now plot the CPU 
utilization and the 110 utilizallon on the same graph. In the example above, If one 
plolted the sample CPU va lues and the corresponding I/O samples divided by 
338, a graph similar to Figure 46 on page 46 might appear If the RIOe was rel­
atively constant , the two hnes should track with each olher. 
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All right where do the power numbers come from? One could use a variety of 
numbers. 

The SRM constant 
• MIPS numbers 
• ITR numbers 

The SRM (Systems Resource Manager) constant does have some relation to 
CPU power. As the machine gets larger, the value goes up. How accurate is if 
when comparing different machines? After all . the purpose is to convert CPU 
seconds to service units. The answer Is obtained by comparing the SRM con· 
slant with actual measurements. The answer Is that lor the purpose deSigned. 
the SRM constant works for the SRM, As a comparison of CPU power between 
models, there is often a large dIscrepancy between SRM constant ratios and 
measurement ratios But , as always, this is beller than a random guess. 

The MIPS (Millions of T per Second) numbers are probably not really measured 
MIPS numbers but an estimated power ratio from some base. That is. if a model 
158 was really once a 1 MIPS machine, subsequent power numbers were merely 
an estimated ratio of power. These numbers are often based upon vendor 
announcements ("The new machine is between 1 8 and 2.2 limes faster.-). 

ITR (Internal Throughput Rates) numbers are measurements by workload type 
which determine the capability of a machine In terms of the number of trans­
actions per CPU second. Figure 47 on page 47 shows some measured ITRs for 
a 309O-120E and a 3090-200 running MVS/XA It says that the 120E can do 35.78 
CICS transactions per CPU second whereas the 200 can do 135.5. The ratio of 
the two is the ITRR for CICS with one of the machines as a base. You can see 
that the ITRR varies with workload , 
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IIVS/ESA ITR. I.d ITRR. 

CICSJ I YS2 TS02 
J090-IBOJ 84 .90 5J.30 19.94 
J090-200J 165.36 97 .6 6 JB . 41 
J090-JOOJ 2J9 . 60 1 4 1 . 47 54 . 16 ITR 
J090-400J J08 .97 1 HI . 85 71. OJ 
J090-500J J76 .5 9 211 . J) B5 . 9J 
J090-600J 4J8.Jl 241 . 44 9D . 25 

J090-180J 1 . 00 1 . 00 1 . 00 
J090-200J 1 . 95 1 . 8 J 1 . 93 
J090-3 00 J 2.82 2 .65 2 . 7J ITRR 
3090-400J J.64 J .32 J . 56 
J090-500J 4.44 J.97 4 . 31 
3090-600J 5 . 1 6 4 . 64 4 . 98 

Flf/ure ., CPU Power comput~llons 

If a workload was proportioned as shown In Figure 47 the ITRR ror that work­
load mix would be 3712 The average of the ITRRs is 3 549 That means thai this 
specific workload mix would perform about 50/0 better than average The power 
values M values. used later In this publrcatlon are taken as an average value of 
CICS. IMS. and T50 scales to a larger magnitude 
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M lPAR 

Ml .2 MI 
Syslem 1,.1 UI ". 5p 1.111 
Im age \." .. " 11'1"1 

Pro c e s sin gPo w e r Sen sit i vet 0 

• Shared/Dedicated CPs 
• Weights 
• I Par t it Ion s 
• Work l oads 
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LPAR. the ability to logically partition a CEC into smaller machines or system 
images. (see Figure 48) is a feature which makes the job of a capacity planner 
interesting indeed The deliverable power to a partition depends upon the factors 
listed in Figure 48. Each system image thinks that it owns the resources . A par. 
allel concept is found in VM. 

Although the system image thinks it is running on a system with two Central 
Processors (CPs). for example. it may in facl be sharing the CPs with other parti. 
lions. So. the CEC probab ly has some power number M (although it probably 
varies with the LPAR configuratIon . 5CPs. and workloads) . and each partition 
has an apparent power number ML 

LPAR CP POWER AND WEIGHTS 
lPAR{M c ) 

DED l tAH I SURE N CPt I 
DC'. 

Me = Total 
Ms : Total 
Mx = Power 
Mw = Ms-P= 
Mn = Power 

IWEIGHT:Pl I 
IMP:F(lh , lIIn , 1hr11 

v ., 
Power 01 CEC as ConI igured 
Power Available lor Shar i ng 
01 Max Dispatchable CPs 
Power Guaranteed by We i ght 
of Min Dl spatchable CPs 

Mp : Mn\Mn,Min\Mx ,Mw)) 
Capaci ty Planning Power 

Figure 49. Partition Power Numbers 
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Figure 50 Partition Power Numbers, a Computation 
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The partitions which have dedicated CPs are the easy case Those are runmng 
almost like a native system with some small overhead for being in an LPAR con· 
figurallon. 

The power for each shared partillon will be a function of the number of shared 
CPs available to that partit ion Thai would at leas! establish a maximum Mx 
would be that power a partition might gel If the other partitions sharing the same 
CPs fell asleep Mx is the maximum power for any partition (See Figure 49 on 
page 48.) 

The Weight assigned to a partition Is the amount of power the partition will gel 
when push comes to shove at 100% The weight IS an attempt to guarantee 
some proportion p, of the available shared configuration So. if Ms is a power 
number for Just the shared part of the GEG. the weight says the minimum of Mx 
and Ms'P is the maximum delivered at 100% utilization. 

Allhough the partition may be able to receive more power than Ms'P (it IS night 
and the others are sleeping), the smaller of Mx and Ms'P will be used as a gUide 
for capacity planning. 

However. in the descriptton above, it was assumed that the available resources 
were distributed across the sharing partlltons What If there was more power 
than that? For example. In Figure SO. what would happen if there was no dedi· 
cated partition and the level of sharing (S = 2 and S = 1) remained the same? 
This would mean that the shared resource could never be at 100%. One 
processor would always be idle. In this case, regardless of the weight, Mx would 
equal Mw. 

To see whether the power requirements can m Into the GEC. one has to check a 
graph such as Figure S1 on page 50 to determine whether the total power of the 
CEe can accommodate the power requirement s of the partitions. 
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The total power of the CEC can only be estimated from a CEC running without 
LPAR The estrmate thus built will be a combination of power numbers _ a func­
tion of the SCPs running In the partllions since the power of the CEC Will depend 
upon the SCP even when running without LPAR 
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One other word about CPU usage The reported values m the data base for CPU 
usage by workload may not be correct The sum of the reported values for work­
loads are usually less than the actual total The actual total is available in the 
data base. Capture Ratios adjust the reported workload totals so that the sum of 
the adjusted values equals the actual (See Figure 52 on page SO.) 

In this adjustment. one usually gets rid of the system address spaces (Master. 
JES. VT AM. etc) too. Aner all. the forecast is in terms of the business uMs 
alone. That's why the graph is called Business Unit capture ratio rather than 
simply capture ratio . The traditional capture raho would be numerically higher 
because it does not distrIbute the " System" across the bus mess units. 

See Appendix D. "Capture Ratios" on page 117 for a discussion of a variety of 
methodologies and tools available to compute capture ratios 

There is a consequence of applying capture ratios which is not immediately 
evident - what happens to the 110 rate of a workload when the CPU is adjusted? 
The I/O rate or the RIOC must be adjusted also Just as the workload CPU was 
adjusted in order to make the total workload CPU be the same as the system 
CPU. Ihe workload I/O must be adjusted 10 equal the system 1/0. 

INPUT DATA ADJUSTMENT 

<H In' 

I: 
INPUT 
DATA 

nT&1 

ADJUSTED 
DATA 

CPU II ad/ulted • with Captu," Ratios 

• I/O I. adjusted 
wi th RIOC 

Figure 53 D.,. AdJustment 
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Figure 53 shows the capture ratiO process and the subsequent RIOe adjustment. 
If the input data had three business uOIls and the sum did not equal the system 
Image (SYSID) value , the CPU data would be adjusted so that all the CPU time is 
accounted for by the business units Sui If there is a relallonship between the 
amount of power used (MOS) and the DASD 110 (S). adjusting MOB. may mean 
thai Ihe RIOC would have to be adjusted so that the totals also match for the 1/0. 
Figure 54 on page 52 shows a numerical example 

The example starts with an average system CPU utilization of 57% and an 
average DASD I/O rate of 525. The two workloads add only 10 50% and 510 
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respectively Usmg capture ratios, the total Is adjusted to match the system 
value for CPU%. However, once the CPUI;II/I;II Is adjusted, the original RIOC values 
now determine an 110 rate of 579 Hence the RIOC values will have to be 
adjusted 

The 110 values onginally shown for the workloads are in fact problematical in an 
MVS environment. SMF and RMF do not capture physical OASO liDs but block 
counts These mayor may not be in one to one correspondence with physical 
liDs However, the counts could be used to proportion physical liDs in the same 
proportion Alternatively the system RIOC could be used to dlslribute liDs in the 
same proportion as CPU% 

CPU AND I/O ADJUSTMENT 

SYSID CPU 

DATA 

I/O 
525 

RIOC M=3000 
57.0 Z . 31 525/( . 57*3000) 

WKLDADl 
WKLOAD2 

32 . 0 Z 
1 8 . 0 I 
50.01 

Ad)ust CPU with 

WHOADl 38 . 51 
WKLOAD2 20.51 

57 . 01 

333 
1 75 
508 

. 35 

. 32 

Captur. Rat i os 

382 . 35 
197 . 32 
579 

Adjust RIOe to match SYSID 
WKLOADt 36 . 51 339 . 3t 
WKLOAD2 20.51 185 . 30 

57 . 01 524 

Flgurt! 54 Dais Adjustment EKample 
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DASD Resource 

FIgure 55 2 P.lh BCU 
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There are a number of ways to approach the CASO subsystem for capacity plan­
ning The choice can best be decided upon examining the Questions to be 
answered ~What equipment (channels controllers. and actuators) do I need to 
do the Job?" IS one question The rub is In " do the job". Does this mean have 
enough space to store megabytes or prOVide the space and response time 
needed? 

The unit of planning that will be illustrated here is the Basic Conflgurable Unit 
(8CU) of which the 2 path acu (3880 technology) is Illustrated in Figure 55. The 
choice of the term "acu" may be somewhat political In most cases, as we shall 
see, the BGU IS Idenllcallo the MVS "LeU" (logical Control Unit). The BCU can· 
struct is used for those cases where the lCU is nol Identica l to the BCU, for the 
VM family of SCPs where lCU does nol appear (and VM and MVS partisans 
have been known to be in friendly competition) . and for VSE SCPs where lCU 
does nol appear 
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Figure 58 LeU to 8CU Conversion 
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In Figure 56 on page 54 the configuration on Ihe left is two BCUs The BCU con· 
trollers. in this case, are not identical with Ihc physical boxes There are two 
controller boxes but Ihe mappmg to BCUs IS different In fact. I' is the preferred 
method of connection This connection provides better availability In this case, 
Ihere are two MVS lCUs and two Identical BCUs. The first 8CU contains storage 
palhs A and C, the second 8CU contains storage paths B and D 

In the same figure , the conltgurallon on Ihe right Is problematical It is one LeU 
Is it one BCU or two? There are two controllers (four storage directors) but only 
two palhs to storage' The performance of a BCU Is a funcllon of the actuator 
geometry and Ihe accessibility of paths to processor storage. The presence of 
the additiona l controller does nol Improve pathing II may improve the ability of 
adding actuators to a storage path For performance this would be modelled as 
one BCU. The environmental data (liocr space. heat, etc.) WLII be less that actual. 

However, you may want to consider proJeClLng It as two BCUs ir in the future you 
plan to connect it in such a way as to use the full capability of the two control­
lers For e)(ample. you have additional channel paths on your processor that you 
can use. 

The BCU in Figure 57 on page S4 presents a problem to any modelling tech­
nique Fortunately. this occurs In earlier technologies The 3990 and cache tech­
nology prohibit this spaghettJ It IS one LCU As an appro)(imation. I would model 
this as two BCUs. 
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Figure 59. 2 Path BCU Capacity 
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In order to answer the question "How many 110 operations can a 2 path BCU 
perform?", reference the curves in Figure 59 Note Ihallhe 3380AlD BCUs have 
16 actuators whereas the 3350 has 12 How many liDs can a 3380 standard 
(3380Al BCU perform (16 3380A actuators 3880.32 path controller)? 40? 60? aD? 
100? That depends. It depends upon the deSired response lime. If the require­
ment is for a worst case of 20 milliseconds. then one should not plan for more 
than 40 liDs per second at that response time If the worst case CQuid be 40 milli­
seconds, that's a capacity of about 100. A lot more 

The capacity is not only a funct ion of the hardware. but the hardware and the 
Service l evel Objective (SlO) . For OASO, the maximum expected response time 
(for a device with an 110 rate greater ihan 1/second) is being used as the SlO. 

Where do these curves come from? They were developed from modelling and 
assumed 1/0 characteristics. Even though the assumptions may be impeccable, 
the resu lts are strictly dependent upon those assumptions. The assumptions 
include specification of: 

• Connect time 
• Disconnect time 
• 110 skew across the actuators 

If the assumptions cla im that a 3380A BCU can do 100 liDs at a SlO of 40 Ms. 
does that mean that this is the maximum rate that this hardware can attain at 40 
Ms? No. Change the assumptions and the rates , and response times change 
according ly. Remember, when comparing different hardware, the comparison is 
val id if the assumptions remain the same. Obvious, but sometimes forgotten . 

Some orthe other BCU configurations and curves are shown in Figure 60 on 
page 57 to Figure 62 on page 58. 
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Cache controllers are also subject to further assumptions of Read to Write ratios 
(RW). Read Hit ratios {RHI. and whether extended funchons of the 3991)..3 such 
as Fast Wnte (FW). are used Figure 62 shows how the capacity curves vary 
w ith these assumpllons 

When making an assessment of an 1/0 configurations capability performance 
curves such as those Illustrated Will vary from actual performance achievements 
Using fixed curves or tabular performance numbers for both processor and 
DASD. will always be an approximat ion of reality A better approximation of 
actual performance requIres a detailed model such as ISMs analytIc aid DCAT. 
There is an intermediate step between these fixed curves and a full analytic 
approach That would be 10 conslructa family of curves for all SCUs to reflect a 
variatIon of assumptIons This would be an extenSIon of FIgure 62 which olfers 
addItional performance curves for the same BCU In thai case , the family of 
curves is through 3 variatIons of Read to Wnte ratio, Read Hit ration . and Fast 
Write or not The extension of that to all SCUs would permit a variation in 
connect lime to reflect dIfferent applIcation types actuator skew modifications, 
and maybe even seek charactenstlcs 

Although these curves are a rough approximation, In capacity planning the 110 
configuration is changed to plan future reqUIrements, and for most cases, this is 
sufficient. Change in the 110 configuralron means adding and deleting boxes 
(actuators or control lers). Given the movement 01 eqUipment. even with a 
detailed model. the performance proJection requires detailed knowledge of data 
set movement Is the migration of whole volumes or are datasets moved to dif­
ferent volumes? Does the 1/0 characteristics of the volumes remain the same? 
(Modelling is usually done on a volume basis.) Unless thIS is carefully modelled, 
a lot of work, an easier method (using these curves) can often provide the level 
of accuracy to do the job. The easier method Is Il lust rated here. 
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If BCUx can do 100 lIDs at a given SLO, will 2 of them do 200? 3 of them 300? If 
life was only that nice ' No, we cannot expect to have a uniform dIst ribution 
across controllers. Just as the deVices in a BCU are not equally used (actuator 
skew). the controllers are not equally used (BCU skew) The Beu skew can be 
empIrically developed from data obtamed about Logical Control Units (usually 
equal to BeUs in MVS). Figure 63 shows that the 
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BCU Load Skew i n l 
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Figure 64. BCU Skew Algebraic Approximation 

LCU Skew, An Example 
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Figure 65. BCU Skew, an Example 
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skew across controllers is a function of the number of controllers . A complete 
discussion of thi s topic can be found In a paper In the CMG '90 Proceedings. 
(CMG reference 1 on page 123.) 

The BCU configu ration process is determined by the following steps. 
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Storage 
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1. Establish the 1/0 rale requirement by projection period 
2 For each proposed BCU select an SlO 
3. Determine the rate for each BCU from the performance curves as I'lt were 

the only BCU 
4 Use the BCU skew curves to determine the dlstrlbullon of 110 across the 

given number of BCUs Order the BCUs by capability 
5 Determine whether the BCUs can service the expected total rate distributed 

in that manner 

In Figure 65 on page 60 there is an example At 100 II0s per second and 3 
BCUs. it IS expected that the 110 WIll be distributed in the 48%. 28%. 24% 
manner What happens Immediately when a fourth BCU is added? Nothing The 
distribution would be 48%. 28%. 24%. 0% since no data IS on the BCU If the 
total rate to the configuration rem ains at 100, and some I/O migrates to the 
fourth BCU. the rate to the other three falls The 110 spreads out. II is not until 
the rate is 120 that the four BCU distribution of 40%. 23%. 20%. 17% thatlhe 
first BCU is back to 48 

If one knew the actual 3 BCU distribution In an Installation. could you pred ict 
what the final distribution wou ld be when the fourth BCU was added? Without a 
deta iled migration deSCription? ThiS IS why the theoretIcal distributIon IS used 
here It is expected that boxes wrll be added deleted moved around and the 
detai led data movement scenario will nol be available 

For I/O plann ing the process was to establish some link between the processing 
power used and the 110 requirement ThiS relationship IS embodied in the RIOC 
formula S=M'R"B As (M 'S) Increases . 5 Increases in the ralto determmed by 
R. WOUldn' t it be nice ilthere were a Similar relationship between power used 
and processor storage required Well although there doesn 't appear to be any a 
priori relationsh ip. there does appear to be an empirical relationship In another 
CMG paper. also by Joe Major (CMG Reference 2 on page 123) we find such an 
empirical relation . Th iS is shown In Figure 66 on page 62. The amount of 
Processor Storage (PS) is a function of thE> hase system (20'1 25"N) and the part 
for the workload (0.01'(M"B)" ·O) 
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Using this formu la. processor storage requIrements can be estimated based on 
software currency and the amount of storage cu rrenlly being used. The process 
would proceed as follows. (See Figure 67) 

1. Chose a software level index (N) to establish the system part of the equation. 
How much PS is needed for MVS to just say "Hello"? 
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N System 
1 25 
1 25 
C 20 

- 1 16 
-2 13 
-3 10 
-, 8 
-5 7 
-6 5 
- 7 , 

2. Calculate MOB 

"'S 
4.2. 0 
4.1. 0 
3.1.3 
3. 1. 0 
2. 2.0 
2.1.7 
2.1.3 
2. 1. 2 
2.1. 1 
2.1. 0 

3. Compute PS storage currently used That 's the sum of 

• Expanded slorage online less ES unused (available) . 
• Central storage online less CS unused (available). 

4. Given N, PS. and M'B solve for 0 

5. If the actual values for the calibration part 0 fat! within the range 1.26 to 1.58. 
a projecllon for future PS requirements can be made as a function of future 
M'B requirements 

The process does not say that If the calibration factor IS outside of the range . 
that projection is impossib le It says that of all the data used there wasn't 
enough in that range 10 support the projection 

Experience has shown that systems nch In storage tend to use the eXisting 
storage whether needed or not The only indicators of a rich system available 
from RMF would be large UIC and migration age values Experimentation can 
verify this. Simply vary amounts of storage omlne in a staged approach 10 deter­
mine whether pain (storage delays) begins to appear 

The other end of the spectrum storage paupers. are easy 10 detect There's lots 
of variable documenting storage delays There 's hardly any instances of storage 
paupers that are not experienCing storage delays 

It Is also recommended thai the period of projection not be extended beyond 2 
years After two years . enough has changed to call into question the calibration 
value 

This process assumes that the page and swap 110 together constitute less than 
8% of the OASD 110 rate and the workloads used in the calibration remain the 
same for the projection penods What If the currenl paging and swapplOg 110 
rate is greater than 8%? 

If the paging 110 rate is greater than 8%, the iOilial storage must be Increased to 
drop to rate below 8%. A few formula have been found which relate the change 
in processor storage to the change in paging ratc. IntuitIvely. with a constant 
workload , an increase In processor storage reduces paging 

Formula One lJ .. . . 

U See Reference 2 on page 123. 
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Gro\\1h 

o .. 1 _ e(· I.5·X) 

where X is the proportion ;ncre~se in processor storage 
o 1S proportion of paging I/Os elimln~ted 

Roughly. if the storage is increased by 50%. the paging 1/0 drops by 53% If one 
doubles the storage, the paging 1/0 decreases by 78%. ThiS formula has not 
been calib rated for a while and 's probably still a rea sonable estimator for small 
PS sizes, small being around 64mb 

Formula Twol •.... 

N"_PR • O"_PR • ((0"_PS)/(N.w_"))"2 
where PR is Paging Rate 

PS is Used Processor Storage 

Formula Threel~ .... 

l - (Y / (y + dY)"(1+Y/20) 
where Y .. current pageable storage in MB. 

dy .. storage added 
L = Proportion of paging I/O still remaini ng after 

storage increase (1 -0) in formu l~ 1. 

The best is saved for las1.... 

After all the work is done processing the input and that 's a lot of work. capacity 
planning begins. II begins by gathering information about the future. The future IS 
described in terms of growth rates apphed against the bUSiness unit resource 
description. Given a current resource requirement of a bUSiness unit at Po and 
growth rates over some duration say 3 months of 1 05. 115. 117. and 1.20 the 
resource requirement for the next year is developed as follows. 

Po .. Current Resource U5ed 
PI-PO"l.OS 
P2 "' PI "l.lS 
P3 - P2 *l. 17 
P4 .. P3 • 1. 20 

That's simple enough, but since we worked so hard to get accurate data for Po . 
we are interested in the accuracy of PI. Any guesses? 

The answer causes the faint of heart to look for a different job. The accuracy of a 
forecast is as good as the growth numbers What if the growth rate for the first 
period was 40% (1 .40) rather than 5%1 It would mean that the real resource 
requirement for this business unit is significantly larger than expected. That's a 
correspondingly significant problem - the result of the capacity plan is a capital 
acqUISition which represents the bus iness's readiness for data processing ser­
vices and a poor capacity plan my understate the requirement. It could also 
overstate the requ irement. That's a waste of capital resources 

What do you do with a forecast which is suspect? You do what a statistician does 
with varying data. You bound it. Figure 68 on page 65 shows a bounding 

u Formula Irom Shelly We(nberg, IBM lIS Management Institute. 

15 See Relerence 3 on page 123. 

64 8alanceO Systems August. 1993 



graphic Replacing the expected growth rales with values somewhat larger and 
small an upper and lower bound can be drawn These values are obtained by 
expenence and knowledge of the bUSiness 

• What variation was there In the pas!'? 

• 15 the bUSiness climate possibly more pessimistic than forecast? 

More optimistic? 

GIven these bounds, the resource projection does not yield a Single point. but an 
Interval WIth some pOint Within the Interval representing best guess 

One other reason for applYing bounds to a forcast is that the real forecast may 
nol be known 11 is quite often that the lorecas! or business plan is quite confi­
dential and the capacity planner Is asked to evalua te a number of scenarios 
which represent a range of growth possibilities. 
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Figure 68 Forecu/ Bounding 
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The capacity planner should also be very aware of most acllvities related to data 
processing Here's a partial list of things that can dramatically impact resource 
requIrements. 

Lalent demand as already mentIoned may be out there ready to eat you 
alive 

• More work stations may be planned for an eXisting department Without any 
external growth specifications ThiS Increased access to the system can 
result in an impressive Increase in resource usage 

A control program application upgrade can change the resource require­
ment. 

• Technology upgrades can translate Inlo more work. An operational Improve­
ment, say DFHSM, might collapse the time waiting for dala. ThaI's more 
transactions albeit more productlvlty too. 
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There are some general observations about looking in lo the future . 

• Growth requires room. If the resources are saturated. growth may appear to 
stop or slow significantly. Watch out for latent demand. 

• A resource buffer may be required for the unexpected. If the bus iness envi­
ronment is very dynamic (acquisitions and mergers). a large amount of 
resource may have to be reserved to be ready for a bus iness opportunity. 

Certain software may enable bus iness opportunities. Watch for software (or 
hardware) which could make the business grow. 

• Is the current arch itecture implementation limiting growth? Would moving 
from MVS/XA to MVS/ESA enable applicat ions? 

Above all , keep history data. It serves as a test of truth . At least it can serve as 
a warning about the differences thai can arise between past expectations and 
what really happened. 

In general , most people under esttmate resource requi rements. 
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Chapter 3. Capacity Planning - A sample. 

CP input Process 

1. Establish the structure Drawing a picture of the hardware and software, such 
as found in Figure 69, pulls together the relationships of the items drawn and 
the data involved On the left is a single system image On the right. an 
LPAR The DASD and the shared BCU is shown. The picture also shows the 
level of detail for the data: workload data will be needed 

2 Get data for each system image (Processor, slorage, 110). The data required 
will depend upon the structure depicted below. For example, if the BCUs are 
Included, you will reqUire OA$D 110 statistics for all the system Images 

3 Check sample selection Are all the workloads active? Is the data chosen 
taken from the same time frame? Is the data complete (aU the objects 
described)? 

4. Adjust data (Capture ratios , 110 totals). For a structure with workload (or 
business unit) descriptions, the data should be adjusted so that the sum of 
the CPU, 110. and storage equal the total for the system. The adjustment of 
the data for the workloads creates a set of objects which describe the 
system image (see Figure 70 on page 68) For this example. the object has 
three dimensions· CPU, 110, and storage. The sum of the objects fill the 
system image The system image may be an object itself as part of an lPAR. 
Regardless, the workload is the basic object. 

5 The projection process provides a descnptlon of how the workload objects 
grow in the three dimensions The task Is then to prOVide a fit container for 
the objects with an appropnate amount of space left for future growth Con­
tainers are defined (new CPUs, single system Image of lPAR) and the 
objects are mOiled around to gel a good fit 

STRUCTURE 

CEC CEC 
I-....:;M;.:V~S:..,..-lS " t .. 

CICS TSO BAT Wort Work 

'" '" leu BCU leu 

Figure 69. Overall Structure 
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The rest of this chapter demonstrates a capacity planning process illuslrallng 
topics discussed in the previous sectIon The process to be demonstrated will 
not be complete to aVOid repetitive diSCUSSion Here's what we shall do 

1. Inpul data for current systems 
System (SYSID) dala for each system which is CPU% DASD 110 rate. 
and Page and Swap 110 rale 

• Storage configuration . an opllonal step In capaCity planning 
• Workload Data, an optional step whIch conSists of either CPU% and 1/0 

data or just CPU% 
• BCU data, which is also optional 
• Adjust CPU% for workload with capture ratios ir needed. 
• Adjust RIDe for workload if'needed. 

2. Project ions and Requiremen ts for the Future 
• Ente r Growth scenarios for each workload 
• Storage Projections 
• Processor ProjectIons 

Migrate to larger processors 
- Combine processors onto 8 single system Image. 
- Move system images to an LPAR 

• DASD Projections 
Delete and Add 10 configuration . 
Examine I/O rate requirements 
Examine environmental requirements . 
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CP90 - a Capacity Planning Tool 

August, 1993 

CP90 is the 1001 used to illustrate this capacity plann ing process , and to demon­
strate the effective and cred ible methodology discussed in previous chapters. 
CP90 is a capacity planning 1001 available to IBM system engineers on thei r 
HONE (Hands On Network Environment) system. Customers can also use CP90 
by subscribing to Capacity Planning Service on IBMLlNK. 
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Capacity Planning Sample Data 
The illustration thai follows is a two CEe complex. The data is constructed to 
feature the topics discussed in the concepts chapl er. System A, the development 
system. is running TSO and Batch. System B, the production system. is running 
eles and Batch. 

Development System 

70 Balanced Systems 

SYSID: SYSA 
CPU Model : 4381 ·24 
SCP: MVS/XA 
CS Online: 32 
ES Online: 0 
CS Available: 1 
ES AVailable: 0 

Table 1. SYSID input data 

DATE TIME DURATION 
mm/dd/yy hh:mm hh:mm 

3119191 8:00 8:00 

3/20/91 8:00 8:00 

3121191 8;00 8:00 

3122/91 8:00 8:00 

3/23/91 8:00 8:00 

Development System Workloads 
Workload Description : TSO Development 
Growth Rate : 10% per annum 

Table 2. TSO Development Sample Dala 

DATE mm/dd/yy TIME hh:mm 

3119191 8:00 

3/20191 8:00 

3/21191 8:00 

3/22/91 8:00 

3/23/91 8:00 

CPU % DASD 1/0 Pagel Swap 
Rate 110 Rate 

62 % 98 
" 

65% 97 12 

72 % 108 15 

68 % 99 
" 

75% 100 17 

DURATION hh:mm CPU% 

8:00 25% 

8:00 27% 

8:00 24% 

8:00 24% 

8:00 23% 
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Workload Description: Batch Oevelopment 
Growth Rate: 20% per annum next year and then 15%. 

Table 3, Development Balch 

DATE mm/dd/yy TIME hh:mm DURATION hh:mm CPU % 

3/19191 8:00 8:00 27% 

3/20/9 1 8:00 8:00 29 % 

3/2119 1 8:00 8:00 30% 

3122/91 8:00 8:00 30% 

3f23/91 8:00 8:00 28 % 

Development System BCUs 
Table 4. BCU Data 

BCU ID Controller Actuator # 1/0 Rate Maximum 
Type Type Actuators Response 

BeUI 3880-3 3380A 12 87 42 

BCU2 3880-3 3380D 16 10.51 62 

Production System 
SYSID: SYSB 
CPU Model : 3090-200 
SCP: MVS/XA 
CS Online: 64 
ES Online: 64 
CS Available; 2 
ES Available: 10 

Table 5 SYSID input data 

DATE TIME DURATION CPU% DASD I/O Pagel Swap 
mm/dd/yy hh:mm hh:mm Rate 1/0 Rate 

3119/91 8:00 8:00 83% 420 3 

3120/91 8:00 8:00 79 % 400 5 

3/21f91 8:00 8:00 84% 440 4 

3122/91 8:00 8:00 80% 398 3 

3/23/91 8:00 8'00 82% 410 5 
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Production System Workloads 
Workload Description' CICS Production 
Number of Users: 100 
Trans/Minute' 10 
Growth Rate: Adding more users every 6 months, the 
users are getting more sophisticated, and product ivity is increasing. 

Table 6. Production CICS Sample Data 

DATE mm/dd/yy TIME hh:mm DURATION CPU o;. 110 
hh:mm 

3/19191 8:00 8:00 50% 250 

3/20191 8:00 8:00 52% 275 

3/21/91 8:00 8:00 55% 275 

3/22/91 8:00 8:00 46% 267 

3/23/91 8:00 8:00 48% 282 

Workload Description: Production Batch 
Growth Rate : 10% per annum 

Table 7, Development Batch 

DATE mm/dd/yy TIME hh:mm DURATION CPU o;. 110 
hh:mm 

3119191 8:00 8:00 25 % 80 

3120/91 8:00 8:00 27 % 120 

3/21/91 8:00 8:00 30% 98 

3122/91 8:00 8:00 31% 110 

3123/91 8:00 8:00 31% 109 

Production System BCUs 
Table 8. BCU Data 

eCUID Controller Actuator # 1/0 Rate Maximum 
Type Type Actuators Response 

BCU2 3880-3 33800 16 17.91 83.6 

BCU3 3880-23 3380E 16 189 24 

BCU4 3880·3 3380E 16 87 36 

BCU5 3880-3 3380E 16 66 37 

BCU6 3880-3 3380E 16 27 38 
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Current System Definition 
The execution of the capacity plan will use CP90 to illustrate the steps required 

Processor data Input 
Enterprise definition begins with a processor configuration specificatIon. The 
CEe Specification IS a combinatIon of Supervisor and CPU model. If the Super­
visor was LPAR. further definition would be required (Partition data and SCP) In 
this case , the Supervisor IS an SCP (MVS/XA) so no further defimtlon is required 
The SCP and CPU Model wi ll determine not only the processor capabilities (Is 
LPAR possible?) but also the power number (M Value in CP90 terms "), Each 
CEe Is identified by a CECIO (Figure 71 .) 

Enter the SYSID Data for SYSA as an e)(ample. (Figure 72 on page 74.) The 
date, t ime and du ration shou ld be kept somewhere as a reminder of the data 
source. The time period of the data may have an impact on the results. Are any 
of these days a weekend? The duration Is a reminder of sample size. Here we 
have 8 hour samples. With 8 hour samples we should expect a steady RICC. U 
the samples were 15 minutes the va nation could be far greater 

Notice that the Peak to Average ratio (PAR) Is only 1 1 The computed saturation 
design point (SOP) wou ld be 100/ 1 1 or 91 % This is based upon the samples 
entered But the samples entered are averages for 8 hours Peak to average 
ratios should be based upon much smaller samples So In this case we shall use 
70%. instead of the computed value 

[ nt "" I •• S, ec ili ce tl e. 
C[ CIO: Al l 

h/lll: ACEN T 

£.t e, .r re, I •• CEe 'elt . 
[/l h r ' 5 ' 111 51 1 li eU lo r tac k CEC to h , r ecn ...... , re .. EIIltr. 
SC I' III. CP U Ih •• 1 ,tltel till It " I .. . ... r .. SU IO h h _II .. ell lI ,' • . 

£I ler,d .. Nallt : hl0Htd 5,.1,,", Sa .. ,le 
lIumb., of C(C IDt: 1 

511 CECID 

SUA 
STSa 

ItYS/U 
ItYS/U 

4311 - 24 
3010- 100 

Vo l rd sep.! 
1, .'1 Sup. r , l t. r . 

1 l pAli 

, '"'' 3 ItV~/ ESA 
4 It VSZU 
5 11'15/51' 
I VS E 
1 YIf/HP O . " (" . " 

u.t ' fl/B to Ic r a l I; 
l .d .1 tpu If , 't l . 

1 102 1-72 0 
2 102 1- I2D 
J IDl l-SBD 
~ ID2 1-50D 
5 112 1-480 
I 11 21- 44 D 
1 1021- 34 0 
I 1021-330 
, 1121-320 

10 112 1-210 
11 11 21 - 110 
I Z 1121-110 
13 1221-110 
14 t221 - U O 
15 122 1-130 
II 1221-120 
11 lDiO-liT 

PF: ' - Ht l , 2-51,. 3-£111 4-CIlIII. II I I-h l tc l All 1-h ,he r' I_ Ftr Wl r cl 
I-Aul. I. , vl 10-Ero.e All d,t, 11-(ra.t p,. je,t lo/l . , I a I I-C, " c. 1 

FIgure 7' EnterprJse Definition 

" The M Value In CP90 IS developed from a staled ITRR. 
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P,,, .... , la,.t CPU 1111 I~O S,lClflcall.n "nit: ACS ID 
CECIO : S'f5 SYS ID: SUA 

E41t er ,u l .. CPU, I /O 
Cu ll .. : S .. h. l , 

.. ~ Pt, i., D'h. 
, ... 1 f" UI" • • fun el l . n • . , Itll , 14111r 1m). 

NUllh , .f Simp l .. : 5 
rill " hit Ti llli Our CPU 1/' ", In , er hrn, . • tltI/oo/n HH:IIIII HH : tItI I ht e SI • R 10C 

1 OS/20/11 01 00 01 : 00 12 .0 " . 0 ,. .11 , 05/11/111 DI 00 01 : 00 n .o 11 . 0 " . JI 
l OS/22/1 1 01 00 01 : 00 12 . 0 lD1 . 0 IS . JI • OS/23/.1 DI 00 01 : DO 11 . 0 " . 0 ,. .n , D5/24/11 01 00 01 :00 15 .0 100. 0 " ." 

.. . 100 . 4 
C'III" I t~ PAl: 1.1 

" 
Au rI,' : ,. . JI 

CIIII,,1.4 SO, : SOP t o •• U II ~: 10 

FIQure 72. SYSA SYSID DatJ 
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Workload Oata Input is similar to the SYSID input (See figure 73 on page 75) . 
For thiS case we don't have any 110 data for the TSO Development workload 
Input conslsls of the CPU% data Without any 110 dala the estimate of 110 witl be 
obtained by uSing the system RIOC value of 0 385 Since we don 't know the 
capture rallos yet. we will use a CR of 1 Both the RICC and CR may have 10 be 
adjusted laler when all the workload data Is entered and we can compare the 
workload totals to the SYSID lotals and adjust Ihe workload values accordingly 

For the second workload we enter the dala In a similar manner (Figure 74 on 
page 75). In both cases. the assumed method of growth Will be growth by 
CPU % . Otherwise. the data wou ld have to be gathered for the number of users 
and number of transactions and entered here With the workload. 
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Proc .. " , IlIp.1 hul: ACSIIP 

[al l ' " ,.yi ••• ".I.ld " ~II I dll • • 
U .. HI It .. Inl .,,41 " .. I,. 

- htll " chili,. tilt CPU . CR, ' I IIOC h ClIII, I It I /O . 
hh, " chu,. tilt CPU. CR, " I/O te C",IIt Ilbc . 

U5 10 CI: .11 5[.11111 I IOC : . 315 N~lIIb., .f U.I ' I : 
1.,,1 .. 4 CI : 1.00 'Ir I .. d I IOC : . 31~ Tr 'II •• ct l , • • /~ i.: 

hit Du, . CPU CPU/ liD CIIII,.uIl4 
MW/DO/n liIil . la,.1 " It,wl liD 

OS/2rJl" ... 25.0 2S . 0 ., 11 . 1 
OS/21/.11 ... 21 . 0 21.0 . D 3t . I 
05/.22/.' ... 24.0 24. a .D 35 .2 
05/.13/11 ... 24.0 24 . 0 . D 3S . 2 
05/14/11 ... 23 . 0 23.0 . D 1l . 1 

A"ra,. 24 . 1 24.' ., n .1 

, 
IDPll , Dpl 

'F: I. H. ' p 2 .. Ctl,~ i Cl 3-hd I·hl" CPU- I /O 1-lIchlld I·r" .. ,d '-lip/illite ... 
10 - P,,,h .. ,.,. 1014 11.1 .. 1 'ork l .. d 12·Cnu l 

FIgure 73 Workload Input 

"IU"" IBpl1 '''' I .. ~ 0.11 hili: ACSlIP 
C[C IO: USA 51S IO: SUA 
1, ,11'14 : Illc ~ 0". 11, .... . 1 

Enl . , Of ,I,i •••• ,.I.ld •• 111111 dll, . 
U .. PFI II .. l l et "'04, ., .11 'I . 

• hlu " thu,. Ih' CPU, CR, tr IIOC It Uf'I,lIit 110 . 
htl, or tholl,' Ihl CPU, CI, " I/O hUll"" I l bc. 

51S IO CR: ." sr' t.III I IOC: .lI5 N"IIIb" .f UI. , . : 
IOIl II,d CR: ." 'If Iud Rloe : .lIS T'III.Itl l '.I/IIIII : 

0,1 . Dill . CPU CPU/ liD e'III,."II' 
VIi/OD/n IIi I. In p \I I OR 11,111 liD 

OSl2alli ... 21. 0 l4 . • . D SO . , 
05/21/1 1 ... 21 . 0 31 . 2 . D 54 . 5 
OSI22/11 ... 30 . 0 3 •. 5 ., 51 . 4 
OS/2'/11 ... 30 . 0 31 .5 . D 51 . 4 
OS/24/11 ... 21 . 0 'S . ' ., 52 . 1 

"'ura,' n .' 11.' ., 54 . 2 

, 
IDPll D Dp I 

F,gure 74 Wor kload Input 

August. 1993 

Once the data ror all the workloads is entered We have to compare the work­
load totals to the SYSIO total and adjust the data . Figure 75 on page 76 shows 
that the CPU totals and the 110 totals are off sufficiently to warrant adjustment . 
The data displayed already Is adjusted wlth the workload capture ratios provided 
earlier. but with a place-holder or 1. A capture ratio of 1 does nothing. 
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Capture ratios can be computed in a number of ways The graphic in Frgure 76 
on page 77 shows the difference between the workload data (the bars) and the 
system total (the line). The capture ratios attempt to make them as close as 
possible In this case, we shall use the system capture ratio of 0 78 Figure 77 
on page 77 shows the data adjusted to the new value 

Th is adjusts the CPU totals to match For this case. the 110 is close enough to 
the SYSID 101al. We shall see an RIDe adjustment later 

', rkl .. d 
C[C In : STU 
'. r. ' ud : All 

hll'lll" , 
S'f51 n: SUA 

Pu. l: AC' ICL 

[11.r .r r •• I,. "rk l .,d d,.cr l,I I"t , 
EIIlu ' 5' II Stl 11. ld I.r tiC ' "r. l .. d II ~ •• flc .... d tnd "tI. Enlt r. 

'" 
Un j ~u 'or. l .od 
Dtlcripl l n 

TSO O ... l oplln ! 
lo l c. n ••• I.,m •• 1 

Ad / nl •• 
CP U lIn 

14 . 1 31 
II . . 42 

,., kl tl. Tote I 53 . 4 7t 
STS ln TOTAl n .4 IDn 

', rkl, •• CPU 1,1, 1 dlr l.r, IroM 5\ ' 1' " CPU UII 1I "tl'ft (5 1) . AdIM . ' CR. 
rr : '-H.I, l-;rI, tl c. l-E .d !i -C III lu . I-St l lt l All 7-lachu. -(o, • .,d 
.-",/lat h", 10-Adjul CR It -H i n l RI OC I2"C' ft u l 

Figure 75. SYSA Worl(/o~d Summary 
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PrOCtl.,f I np l t 
'arkload : All 
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Storage data input (Figure 78 on page 78) is rather straight forward. However, 
we are appropriately warned that the paging [fD rate is over 8% and will have to 
be adjusted prior to any sucessful storage projection. The available values are 
for those unused frames. That would be the average available values on the 
storage report in MVS. 
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Figure 79 shows the summary of data put 1010 the model for SYSA Notice that 
the Historical Peak to Average RatiO IS 1 If we repla ced thaI with 1.6. the latent 
demand would ind icate 100-1 .6"684 or 9% The OASO input for SYSA wilt nol be 
shown here. but will be shown shortly for SYSB in this chapter 
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The input process for SYSB follows a similar process· CPU data input, workload 
data. storage data. and then OASD data. Figure 80 on page 79 shows the work­
load summary for SYSBs workloads after the capture ratios have adjusted the 
CPU data. The workload total for 1/0 is different enough from the SYSID total to 
warrant RIOe adjustment . 

Figure 81 on page 80 shows the original input. The difference between workload 
and SYSID 1/0 is -9.8% . Although the input workload 1/0 came from RMF data 
which reports only wblockw counts, the RIOe adjustment could be made using 
these somewhat fictitious 1/0 counts. One could dIstribute the physical 110 count 
in the same proportion as the block counts. Figure 82 on page 80 shows the 
results after this adjustment . The other alternative is to use the system RIOe for 
each workload. Thi s would assume that each workload produces the same 110 
rate for the same amount of CPU. 

The SYSID summary for SYSB is shown In Figure 93 on page 88. 
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DASD data Input 
The OASD data for SYSB IS entered In two phases The overall performance 
picture and then the environmental Information. The performance dala may be 
entered in multiple levels The first level is entered in Figure 83 on page 82 In 

terms of the controller type, CASO type, 1/0 rale and maximum 110 Response 
time-" 

Response time data on the BCU level may be optionally entered as shown in 
Figure 84 on page 82 This data can be used to revIew the components of 
response time as shown In Figure 18 on page 20 

In the event that we need to review further the performance data of actuators on 
each BeU, this is shown in Figure 85 on page 83. This data is nol entered by 
manual input. but is included by automated Inpullools to CP90 \I In this way. 
CASO performance data may be used as an overview as well as for delall per­
formance management. Figure 85 on page 83 shows the review of actuator data 
for BCU2 which has a maximum response time of 83 8 Ms. This will be discussed 
further. 

On pane l displayed in Figure 83 on page 82, response time entered IS that of the 
actuator with the largest average response time observed on the BCU Why 
choose the maximum rather than the average? The maximum was chosen on the 
assumption that the performance evaluallon of the 1/0 subsystem should be cen­
tered around the worst case which can often be the busIest and most importanl 
device. The average could be used If accompanIed by a response lime skew 
value such as MaXimum/Average. Graph in Figure 86 on page 83 generated by 
CP90 shows the relationship between maximum and average response time can 
be used for this purpose In this case there is no great variation between the 
maximum and average response time for the BCUs except for BCU2 Therefore It 
is appropriate to use maximum response time as the service level objective of 
all BCUs except for BCU2 For BCU2, maximum response lime far exceeds 
average response, then you probably don't want to use that as the servIce level 
objective. We will show how thiS is changed in the projection phase. 

The BCUID is used to identify which BCUs have CASe sharing BCU2 was iden­
tified in both SYSA and SYSB. The data for this BCU will have to be combined to 
obtain the complete picture of the activity on BCU2 Figure 87 on page 84 shows 
the I/O dist ribution across BCUs BCU2 , as Indicated, has 1/0 from both SYSA 
and SYSB. 

17 The m'lUmum response time IS the actuator with Ihe largesl average response lime observed on the BCU. The 110 rate to that 
aClultor Should hive a non 1'1\1111110 rale 01 something greater than' . 

II These lools Include CPAIP (A~IAS1, CP90EXTR, and the bridge Irom MXG, ARIAS IS part 01 CP90. CP90EXTR and the. MXG 
bridge I re available Irom the luthors 01 thiS bulletin. 
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The number and type of actuators on each BCU arc shown in Figure 88. This 
environmental information will be used to generate data for megabytes, heat. 
power, and floor space. 
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Figure 88. Actuator Input 
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Finally the data from all the SYSlDs can be combined into an enterprise picture 
of the DASD. (Figure 89 on page 85) 
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Figure 89 BCU Summary 
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Since the CASO projection method IS based upon a fixed relationship between 
maximum response time and 1/0 rate . thiS figure also shows the dIfference 
between the reported maximum response lime and the expected maximum 
response time as obtamed from the curves The curves. such as Figure 59 on 
page 56. can be looked upon as funcllons relating either 110 rale to maximum 
response time or Ihe other way around As md,cated m the previous chapter. 
the tabular or curve method of projection will not adjust the curves to actual 
data Figure 89 is essential to determine the dIfference between the input data 
and what the model considers a reasonable maxImum. Th is assessment should 
act as a warning if the input data IndIcates poor response times. The projection 
process will enable the users to correct this 

Figure 89. shows that BCU2 varies greatly from Ihe acceptable maximum 
response time. We can choose 10 look further Into the CASC performance data 
to see if this is a problem we can look at response time data on the BCU level 
as well as the actuator level Response time data on the BCU level is shown in 
Figure 84 on page 82. Simply looktOg at response lime for a BCU will not help 
you to deCipher problem areas to your CASC subsystem A BCU With long 
response time and low I/O rate is usually not a problem To review the combi­
nation of response time and 110 rate we can look at the VO intensity of a BCU 
as depicted to Figure 90 on page 86 1/0 tOlensity is calculated by mutiplYlng 110 
rate with response time or the components of response time Sorting the BCUs 
by their respective 110 tOlenslty gives you a good picture of the relative impor­
tance of each BCU to the CASC subsystem The channel load generated by each 
BCU can be calculated by multiplying the 1/0 rate and connect t ime of each BCU. 
By reviewing the data It is shown that BCU1 and BCU3 carry high channel loads 
whereas BCU2 does not present Itself to have great Impact on the CASC sub­
system 
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Figure go. BCU Response T,me Components 
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or course, in this relatively simple case all we need to do IS to see that the 
average response t ime is only 17 8 Ms for BCU2 In FIgure 84 on page 82, and 
conclude that BCU2 is not a performance problem However, we can look at this 
further for illustration purposes by reviewing the actuator response time compo­
nents of each BCU, either collecltvely or individually This actuator performance 
data is shown in Figure 85 on page 83. In this example, we will look further into 
BCU2 by reviewing its actuator data II is shown that the the high response time 
is mainly from one actuator Gl8004. This is shown In FIgure 91 on page 87. 
Again , we wifl look at the I/O Intensity as shown In Figure 92 on page 87 This 
picture again shows the volume Gl8004 does not do much 110. and therefore 110 
tunnlng for this volume is probably not necessary. However. if this example turns 
out to be truly a performance problem, we can do some luning by concentrating 
on thiS volume after we have gone through steps to review DASD data on a BCU 
level as well as actuator level. 

We can go through the same steps shown to determine the channel load prob· 
lems on BCU1 and BCU3. A performance tool like RMF Monitor III may be used 
to determine If this is caused by multiple applications. An example of this is 
shown in Figure 22 on page 23. The data can eilher be split onto multiple 
volumes on less busy controllers to solve channel load problem, or performance 
can be Improved by replacing some DASD configuration with improved tech· 
nology, such as 3990 and 33905. 
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The summary of SYSB input Is shown in Figure 93 on page 8S. 
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Figure 93 SVS8 SVSID Summary 

Processor Projection 

88 Balanced Systems 

Once the basis of our capacity plan, the current state. IS established, projection 
can begin Projection requires a minimum of a specification of growth over some 
period. Figure 94 on page 89 indicates that for the sample here. we shall use a 
horizon of 3 years - 3 month periods and 12 periods. 

Growth can be specified in a number of ways Here we shall use growth by CPU 
and growth by users. Figure 95 on page 90 shows three scenarios for growth by 
CPU for the TSO Development workload. The Initial problem had a specified 
growth of 10%. As usual, one should bound this 10% value in some way. H10%H 
Is not an absolute number but one reflecting the business planners estimate. 
Economic opportunities or problems could mean a more pessimistic or optimistic 
growth. With this in mind the 10%, and the other specifications were placed in 
scenario 2 with a lower estimate in scenario 1 and a higher estimate in scenario 
3. 

Growth by users, in Figure 96 on page 90, is used for the CICS Production work­
load The problem stated that more users would be added every 6 months, the 
users would be getting more sophisticated, and their productivity is increasing, 
Let's translate that. 

Given the number of users, transaction rate, and current CPU load for this work­
load each user can be assigned a CPU load. Increasing the number of users 
simply translates into increased CPU 

Productivity means that the number of transactions per user will increase. That 
also translates into CPU . 
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Sophistication means more CPU time for each transaction As the user learns 
the application, the complexity of transactions increases The cost of each trans· 
achon goes up. In Figure 96, this is represented as a Complexity Factor (CF) or 
multiplier on the CPU per transaction 

CF=1 .05 (a 5% increase in CPU cost per penod) is shown as an example 
Figure 97 on page 91 shows the effect of changes In users and transaction rate 
per user 
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Figure 94 Inilsl Processor Configura/ion 
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Figure 95. Growlh by CPU 
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F,gure 97 

AuglJSt , 1993 
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Growth by Users SpecIfied 

1010- 200 

I/O 
hll 

J05 
m 
m 
m ... 
51 ~ .. , 
III 

'" '" 

FIgure 98 on page 92 summarizes the growth for all the workloads Balch 
Development has a constant annuat growth of 15. 20 and 25 percent for the 
three scenarios and the growth of Batch Production IS the same as Batch Oevel· 
opment The CICS production IS nol shown since this IS a complex speclficallon 
by user and transaction 

With the growth speCIfied our first look Into the future IS In Figure 99 on 
page 92. SYSA ulilizatlon beginS near the saturation deSign pOint of 70% (SOP) 
II we take the SOP seriously the 4381 shou ld be upgraded 10 9/91 according to 
scenario 1 Depending upon the size of the upgrade. we may have to upgrade 
again later in the planning period 

The 4381-24 has a power number (M Va lue) of 381 for MVS/XA Through some 
iteration. a 9121-210 whose M value IS 491 will replace the 4381 in 9/91 The 
9121·260 whose M value IS 690 WIll be installed In 12/92 The saw tooth curve for 
this proposal IS shown 10 Figure 100 on page 93 

Remember that this IS only one scenario and the proposal has to be bounded 
With alternatives even for the same hardware upgrades. the upgrade dates may 
move In and out WIth changes 10 the bUSiness climate That's what the different 
scenanos are about. 
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Figure 100 SYSA ProJeclion 
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The storage projection begins in Figure 101 on page 94 with a reminder that the 
amount of pagmg IS too greal Before storage proJection. we will have to improve 
storage to drop paging below 8%. 

Using the algorithm of the previous chapter (see section ~ Storage n on page 61) . 
paging can be reduced to 5% of the DASD 1/0 total wIth a minimum upgrade of 
19 Mb (See Figure 102 on page 94) To saltsfy the algorithm. 19 Mb. is enough 
even though one cannot order only 19 Mb The 19 Mb can be either Central 
storage or Expanded Storage The theory does not dIstinguish. 

After the storage has been adjusted to reduce paging . Figure 103 on page 95 
indicates that the values of storage used software level. and power used will not 
cali brate. This means that for this amount of storage. the calib ration pOint on 
Figure 67 on page 62 falls outside of the shaded area Figure 104 on page 95 
Indicates that the current storage line (64 Mb ) should be between the minimum 
and maximum line to fit the theory This does not indicate any error but that this 
application combination requires more storage than the samples used in the 
theory (Remember also thai this is a constructed set of data to show these 
things.) Ahead we shall see that SYSB calibrates 

cnapler 3. CapaCIty Planning · A sample. 93 



P'IC"'" P,. j.=II" Shit,. AII I I, I . 
CECIO: S'F5A 51 ID. 51SA 

[lIhl " ,,,In .h"" 6ttc .. nl. p.lII l. 
LI" pr, (hi SSE) 10 ;'jlllt SCP In.1

1 
,'I .H .... " , 

h ftlt VI' t~I. pili' I (5tln,. A~II, •• If 1'" hu 
tll~ tkl. 5'510, 

SCP; 
CP U hd, ', 

CPU T"I' 

5,.I.m 50111.,. E.,ir' .~ • • t, 
CS 0. 1 I, . 
ESO, II .. 

CS Aul lll1l , ' 
ES A"I I ,II I . 

"'(U 411 -24 
DIY.' "1"'" 
5'2 2 0 

32118 · " ' " · " 

P,ul: USTO 

. ,,,, .or~I .. " 10 u 

ShIt,. prajltllOJ col i ~"tiDn hclu ' 
P"./Stop 110 roh ' 

DASII I/O htt ' 
Pagift, Pllcfnt of OASD rIo: 

14 ,.,. I/O , .1. I. 'Iel •• i, ., It 
100 I~.~ I' ~, ( 81 ., OASD 1/0 

\4 I ra\., 51"". mUll b, od, •• I •• 
b.I." tlo'.g' pra).clio. 
,,1 1_r atln, U .. '~k." 

F'gure WI SYSA S'Ofilf1~ 

'ric •••• , "'l,ctlln '.n. USTOC 

[,t., , ••• ~, •• I .f C,.lr. ' I I ' [",nd •• 51.,.,_ t, ,r";'1 ,t 1, •• 1 th e 
in'ic,I •• Inct l ~ •• 1 of 'roc •••• r 510r.,., 

Thl i.,lc.It. omll.1 .kou [' fI'ue, Ih. " •• /s.., I/O" IhI Bit ", •• 1, 

5C': II¥S(U 
CPU hd,1 438 - 24 

CP U Till: O".I.pM •• t 5,.t.m 

I npu I tler,m .. t hil i 
Crn I '0\ 5Iarag.: 32 lib 21 1111 " E.pu'" Starag .. ... ... • • PIDCII.H Shrag.: 32 lib 2t lib " .. III II illull PS IlC rlllllftt "~uird 21 lib 

'O"/5"~ I/O Ihlt : 
In,ut T",.t 

14 5 
DU t/O ht,: '" t1 

I Pt,./s.., I/O : 14 5 

L ___ ", ,-"" J-[ •• 12-0 .. ,, 1 

F,gur~ 102 SYSA StO(dQC Adjustment 

94 Bal8tlCed 5Y':llems August, 1993 



Pr.t •••• r P,. I. cll.1 51"". A~' t !. i . 
C[C IO: SUA SY 10' SYSA 

Pa nt l: ArSTO 

[tl'l " " ~, i t. Itorl,' ~It ••• t.l. ,"11. 
II .. Ht (511 SSE:) lei "1'1111 SCfI , .,, 1 II IIItll'U , 
~. lilt ... " i, , ... 1 ( hn,' Au l ,. I .) If ,,, h .. II' ''' "'~I .. ~. h " 

Ir •• I~I. SY5 ID . 

St,: 
CPII 1f.', I: 

CPII T .. I : 

S,.tlm So fl ,c f ' EI, I ,a.~ • • I: 
CS olti .. : 
ESo.II .. : 

CS A .. II .II I , · 
[S ",. 11 .111. : 

St." ,. ,r'l.ttia. cc li.r,tlon f.tl.r : 
flall'/SUP I/.O n it : 

DASD 1/0 hi. : 
Pa,ing P' rt, nl 01 OA50 I/O: 

IIVs/u 
431' -24 
0." 1",,, .. 1 

$'2 .2.0 
51 lIB 
o III . ,,, 
o III . 

" , 12 
, I 

51.",. "'I.el"n f. c le, 'a,. 
nl e,lI~f' t . Ace'lle.,. 
rift,. I . (1.11,1.42. CG~,ut,' 
talu.lO. 1.S I. 

Figure 103 SYSA Storage Ca/tbra/lon 
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The initial look at SVSB in Figure 105 on page 96 shows a rather busy slluation 
for the future Just lookmg al the upgrade opUon after some alternatives were 
looked at . we see a 9021·500 upgrade in 9/91 and another upgrade in 9/92 to a 
9021·620, Figure 106 on page 97 shows a graphic summarizing all the scenarios 
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The 70% saturation line is clearly overrun for the current 3090-200. The 9021·500 
in 9/92 and the 9021·620 in the 9/93 to 6/94 time frame. 

Notice that the installation time for the 620 IS a function of the scenario. If the 
aggressive growth scenano 3 IS to be followed . the 620 IS required in 9/93. If 
business growth slows as reflected in scenario 1. the 500 is fine for all periods 
projected With this graphic. the business can make decisions on capital plan 
and business plan side by side. 

Here is a time when one considers the flexibility of an architecture or processor 
which enables easy upgrade paths One could opt for the more conservative 
scenario 1 or 2 and still be able to upgrade quickly if the business climate 
improves. 

Figure 107 on page 97 shows the storage picture for SYSB. Unlike SYSA, the 
paging 1/0 percentage is below 8% and the calibration factor is within range. 
The graphic showing the projected storage required is in Figure 108 on page 98. 
The graphic shows the projection for only 2 years. The theory would say that too 
much changes. for example workload change or movement. to project beyond 
that horizon. 
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As an alternative proposal , let's consider combining the 2 CECs onto one CEC 
using LPAR on a 9021 -580. The steps begin in Figure 109 on page 99 with the 
definition of a new CEC. At this POint the CEC is empty No workloads are 
defined or partitions made available Figure 110 on page 99 illustrates the pro­
posed partition structure. The 9021-580 has 3 CPs. Both partitions will be shared 
with Ihe number of CPs indicated. There are 2 M-values for each partition. The 
Maximum is the potential power deliverable If the partition got all it wanted. The 
Weight value reflects what happens at 100% CEC utilization under the weight 
distribution mechanism. 

The workloads will be moved to the new system by system image. The new 
SYSAX will receive SYSA and SYSBX will get SYSB. This movement is accom­
plished by setting the new target CECID (NEWSYSj and SYSID {SYSAX or 
SYSBXj. For lPAR. the re are distinguishing Identifiers for the CEC and System 
images running in l PAR. (See Figure 30 on page 31.) Figure 112 on page 100 
and Figure 113 on page 101 show the appropriate system image summaries for 
each partition. The graphic is F,gure 114 on page 101 shows the partition 
summary from the partition point of view. The graphic appears as a non lPAR 
display for the most part 100% is the potential maximum value. The saturation 
poinl of 70% is also shown. The only difference Is Ihe presence of a Weight line 
to indicate the impact of reaching 100% 

Keep in mind that the view from SYSAX is the view that it is running on a Single 
CP configuration . It is a picture relative to the lPAR configuration. A change of 
CPs 10 Share or Dedicated will affect the power delivered and the utilization 
levels illustrated. To view the CEC utilization with the absolute SYSID contrib· 
ution, look at Figure 116 on page 102. 
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DASD Project ion 
The input BCU data combined from all the SYSIDs IS shown in Figure 117 on 
page 104. The Service levels are from the input data illustrated earlier The 
service level for BCU2 has been changed from 83 Ms (maximum response time 
on Input) to a more reasonable 40 Ms Those BCUs that were shared, are con­
solidated. Let's assume that we need Impro ernent 10 the 110 subsystem In 

response time while planning for future 1/0 requirements Currently. the perform­
ance curves indicate Ihal a maximum response lime of 24 Ms for a 3880EC BCU 
can be attained when the 110 rate is 166 or less 

Remember that the projection of 166 comes from all the assumptions mentioned 
earlier in the concepts chapter. To examine the capacity of the existing config­
urallon at an Improved SLO, Figure 118 on page 104 shows the liD rate 
expecled at the improved SLO. Expecting faster from the same equipment means 
expecting less. Before the expected lotal was 695 After Improving the SLOs, the 
expected total is 583 

If you compare the maximum I/O Rate al the service level In Figure 118 with the 
Projected I/O rate you Will see thaI there isn't too much room for growth any 
where and espeCially for BCU3 and BCU2,t ThiS is illustrated In Figure 119 on 
page 105. The different levels 10 the bar charts Indicate the increasing I/O rate 
generated by processor growth As the CPU requirement increases. the I/O 
requirement mcreases 10 the RIOC rallo 

To satisfy the I/O rate requirement and response time SLOs. the followmg 
changes were made BCU1 was changed to a 39902C (3990-3 with 3390 mode 2) . 
at performance level 2 and an aggressive SlO of 15 Ms maximum Figure 121 
on page 106 shows the result of the change. The new BCU1 has a maximum rate 
of 430. well above the immediate requirement of 149 Remember, the number 430 
does not mean that 430 is the maximum capacity of that BCU but the expected 
capacity with the performance curve assumpllons at that SLO. 

Figure 121 on page 106 shows a dramatic change in scale. In fact, all the BCU 
bars are below the maximum rate (Ihe line) 

Figure 122 on page 106 shows the resulting environmental changes resulting 
from replacing a 3880A BCU (3880·3 12 x 3380A) with a 39902C BCU with 24 
actuators. a net increase of 12 actuators. The glgabtyes increased by about 
40%. power up a couple percent and floor space decline a couple percent 

It Tne prOjected 1/0 rate IS otltalned by laking Ine current total 1/0 rale or 495 and dispersing It oy means ollne 1/0 distribution 
shown. Remember that the dlstnbutlon Is an algebraically calculated one which IS a lunctlon 01 the number 01 BCUs. 
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Appendix A. RIOC Conversation 

Joe Major who has been working wIth RiCe values for years , gave me his 
impression of RiCe va lues 

During the fast two years the (ollowmg pattern seems to have emerged. 
The greater the capacity of a processor. the lower is the RIOe of Its work­
load mix The 3090 Ime shows 035 In the 200£ to 400£ range. 0.30 above 
that and DAD for the 1SO's. Below that it IS 0045 to 0.50. Low RIDe compo­
nents are the 4th generation language loads (0.1 to 0.2), CICSIIDMS loads 
and workloads that capitalize on data in memory capabilities. TS O is 0.25 
to 0.30 when there is no page/swap to AUX storage. IMS full function is 0.30 
to 0.40 The smaller systems that f see tend to have small memories and 5 -
10% of their lID's are page/swap liD 's. Tllese systems have not as yet dis­
covered the advantages of DIM. RIOC reduces when CICS/MRO is imple­
mented It reduces as well when RACF or similar products are Implemented 
and used at low level of access control The annual reductIon is 10 - 15(1'0. 
MVS/ESA Data in Memory may accelerate that rate of reduction. IMS Fast 
Path In bankmg shows 055 

What IS Relative 1/0 Content? 
Relative 110 Content is Ihe ratio of the lotal number of liDs to the total power 
consumed for the same period of time II IS a way of describing a workload In 

terms of 110 content, where a higher number indicates a workload of higher 110 
content This Is shown by turning the liD-CPU equation around to ca lculate the 

RIOe 

s 
i\ :CC ., 

I' • B 

Relative I/O Content vanes by software so tYPical measured systems show dif­
ferent values for RIOC Thus T50 will be dIfferent from CICS, CICSIVSAM from 
CICS DU1 , etc 

Some observations concerning RIOCrc are' 

• If the workload IS always unchanged. then the RIOC will remain constant 

If the workload IS changed then the RIDC will change 

Since 1980 RIDe has been observed to be steadily decreasing year after 
year (al a rate of 10 - 15% ) as software and applications have exploited 
larger central and expanded storage 

The assumption IS made that the RIDe of any given workload will remain con­
stant over time As the workload grows In the future, the processing power 
reqUired is projected based on the lID-CPU equation. Since the RIDe is con­
stant the power required (M) will be determined by the Increase in the 
processor busy percenlage (8 ) and the 110 rate (S). However, the RIDC remains 

to For lunner dISCUSSion 01 RIOC. you snould reler to the IBM Systoms JournlJl, Vol 20, No. 1, MProces50r, ItO Patn and DASD 
Conhgurallon Capacity." 

CI Copyrlgnl IBM COrp. 1989. 1991. 1993 107 



constant only if the software and application design are unchanged Some 
factors which may change. and therefore affect RIDe values . are the system 
control program, microcode and app licat ion characteristics For example. when 
a workload is transferred from one processor to another. the relatIVe power of 
the processors must be taken into cons ideration This means that as the relative 
processor power (M) increases. the ulil ization (B) will decrease. 

It Is Important to review the RIDe of both the current and future workloads 
because the OASO VD content of the future workload is a key factor in deciding 
both processor and OASO requirements If the workload you are studying is one 
with which you are not familiar, you may not be able to assess the validity of the 
RIDe. In this case. you should accept the system RIDe 

Table 9 which is shown below, shows some typical RIDes based on impressions 
of experienced capacity planners in 1990 Table 10 shows a reduction factor for 
every year afte r 1990. These reduction faclors can be appl ied to the workload 
RiCe for 1990 10 calculate the RIDe for any year up to the year 2000 For 
example you can calcu late the RIDe for TSD In 1995 by multiplying 3 by 50 

Table 9 Some RIOCs , Vintage 1990 Table ' 0 RIOC Reduction Factors 

Likely Vear Reduction Factor 
RIOe or 

Workload Type Range 
1990 1.00 

CommerCIal Balch 03· 0 6 1991 0.87 

Commercial MVS Balch 0 2. 1992 0 76 
Commercial OSNSI Balch 04. 
Commercial DOSNSE Batch 0 75 

1993 066 

Engineering Balch 0. 12 
1994 0 57 

TSO 0 2·0.4 
1995 050 

Prime ShUt . Application Development 0 20 1996 0.43 
Off·,hill. Systems Programming 0.38 1997 0.38 

IMS CICS 02 • 0.45 
with OUt 0.30 

1998 033 

Fa&t Path/High Performance 046 1999 029 
IOMS 0.17 2000 0.25 

VM 03 • 0.6 
General Workload Mix 0.35 
CMS Time Sharing 0.58 
CMS. MIOidl8k cache 025 

VM Gue&t Operating System 01·0.'1 
MVS Production Workload 0.13 
MVS. Preferred 0. 30 
DOSNSE Production Workload 0.35 

Fourlh Generation Language 0. 15·25 

PROFS 0 8 

DISSes 1.6 

Please keep in mind when uSing these tables Ihat Ihe RIOes were not based on 
a systematic analysis of data Rather, they were ell her . 
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• based on impressions of typ ical systems in 1989 and 1990. or 
• derived from RIOe measurements taken In 1980 and 1985 (with reduclion 

faclors applied) . 
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When preparing an accurate capacity plan, you must adjust the Relative 110 
Content to ensure that the variance between the workload total and the SYSID 
total is as small as possible . 
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Appendix B. A Word on Distributions 

DISTRIBUTIONS 

() o o o o () f) o () 

eoo e 

• • • •• • • • • • 

FIgure 123 Various d ,smbullOns 

Figure 123 shows a variety of distributions of events . If the interva l was the 
same for alt the average time between events would be the same even though 
they arrive In different panerns The effect of the pattern of arrival is significant 
in that our analysIs IS Interested In service time, queueing lime, and server utili· 
zaUen 

The top distribution is the most well behaved The time between events Is con­
stant. If in this well behaved situation, the service of the events was just less 
than the time between arrivals . the server would be nearly 100% utilized, AND 
no one would wall ' If the formu la in Figure 7 on page 9 was used to estimate 
queueing time the formula would greatly e)(aggerate waiting. But for this distrib· 
ution service time is high . server utilizallon is 100%. and there's no Queueing 

The next distribution I call the "Cafeteria" distribution It represents the observed 
behaVIOr of people getling rid of their trays (service time) . People eat in groups 
and leave in groups. Their arrival for service is clustered How about Queueing 
lime') The first in the group doesn 't wait. while the rest wait for the one server to 
finish with the person in front. Here service time IS short, queueing is propor· 
Uonately high, and server util ization is low. 

The next distribution (third from the top) is what I call the "'London Bus" distritr 
ullon. If you have been in London you know II's true _ There , buses arrive in an 
extreme form of the cafeteria distribution. 

The last distribution is one similar to the assumed distribution in most Queueing 
theory formula. Although the average is the same as the dist ributions above, the 
dIstance between events cannot be predicted very well . This might be an illus-
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trallon of the Poisson arrival or exponenlial distribution Knowing what just 
happen does help with the next event The effects of this distribution can be 
pred icted knowing the average service time and arrival rale as seen earlier in 
the body of this publication 

You can begin to see that analytic assumplions say something about the uni­
verse of discussion. Fortunately for us. a 101 or the computer system behavior is 
Poisson. Are there exceptions? Yes You are editing a dataset using ISPF. The 
entire dataset is read, you spend lime editing, and then you write it back out. 
The 110 requests in this instance are similar to the London Bus distribution. 
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Appendix C. SCP Migration with ITRRs in CP90 

Measurements for ITRs (Internal Throughput Rates are the number of trans· 
adions per CPU second) are made with the same SCP and various CPU Models 
and workloads. With the change of SCPs the workload s can change also This is 
evident with a change from VM/XA to MVS/XA However, this IS also true for a 
less radical change such as MV5/XA 10 MVS/ESA 

This means that if one looked at the ITR data for a 309Q..300J running MVS/XA 
and compared it to a 3090-300J running MVS/ESA. the ITRs would nol be compa­
rable since the workloads were changed sigOlficantly for MVS/ ESA The MVS/XA 
ITR is 49.07 whereas the MVS/ ESA is 54.36 This difference IS not due 10 the dif· 
ference in SCP but largely due 10 the difference In workload . 

For each SCP, the ITRRs are dlHerent. In other words . each SCP power range 
has a different scale. Not only will the power values be different between SCPs 
for the same model but the ratio of models for the same SCP will be different 
For example. the lTRR for a 3090·180J 10 3090·600J companson for MVS/XA 
runnmg T50 is 4 53 whereas the same comparison for VM/XA is 5.88 The differ· 
ence is not only a comparison of SCPs and workloads bul a relatLonsh lp 
between SCP and CPU model 

Power values M values . are developed from ITRRs by multiplying the ITRRs by a 
factor let"s look atlhree migration cases 

The simplest SCP migrallon Is shown in Figure 124 on page 114 In this 
mstance the CPU model does not change only the SCP The base mIgration 
assumption Is that the Utilization does not change when the migration takes 
place This is accomplished by adjusting the M used In such a manner to have 10 
CPU utilization unchanged ThiS effect Ively changes scales from the old SCP 
scale to the new. 

After that. an optional adjustment could be made where it Is known thaI. for 
example. MVS/ESA reduces CPU uhltzatlon by 8% on the speciftc model when 
migrating from MVS/ XA 

The second case IS a two step The migration Is to a new SCP and CPU model 
but the old CPU model runs both new and old SCPo This is shown in FIgure 125 
on page 114 The migration process would entail a first slep of changing the 
SCP on the eXlstmg model. a power scale change followed by a power change 
to the new CPU model within the new power scale 

The third case (Figure 126 on page 115) is a bll more complicated . The new 
SCP does not run on the old CPU model For example, one may be runmng 
MVS/XA on a 3090-200 and wIsh 10 run MVS/ ESA ThiS SCP migration Will 
assume a CPU model change too since MVS/ESA does not run on a 3090-200 In 
order to minimize the impact of scale change the process attempt 10 find a ref· 
erence CPU which does run both SCPs This reference CPU is searched lor as 
close as possible to the old CPU After that reference model is located the 
process is Similar to the two step above 

In the migration belween SCPs. Ihe model takes care of scale changes as oul· 
lined. The user must supply an optional changes in utilization expected Irom the 
SCP migrat ion Input into the model Is shown In Figure 127 on page 115. 
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SCPo -> SCPn Migra! ion 
• Slme CPu 
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Figure 124. Case 1 
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Figure 125. Case 2 
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SCPo -> SCPn Misra! ion 
• New CP U. SCP n DOES NO T run on old CPU 
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Figur l! 127. CP90 Migration Panel 
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Appendix D. Capture Ratios 

Th is sechon describes the technique to calculate capture ratios for business 
Units The objective Is to describe the total system resource consumption in 
terms of the resource consumption of just the business units. If I have n business 
units. SU, .. ," ,BUn. and a total resource consumplion of T. a capture ratio for 
each business unit would accomplish the following ' 

T • BU,jeR, + BU,/CR2 ..... 1- BUl/eRn 

where 0 < CR, < = 1 for each business unit CR adjusts each business unit 
resource so that the tolal approximates the system total as best as possible. 

This Is done with a recursive application of regression analysis. Although this 
sounds complicated. it need nor be hard. 

The Regresssion Technique 
The first step is to collect a number of samples Each sample consists of the 
resource consumption of the business units The business units may be groups 
of T50 users, batch types. IMS applications, etc. These may be distinct perform­
ance groups in an installation with foresight to map performance groups to 
departments or work types Figure 128 on page 119 shows a sample of data 
wh ich we shall use to illustrate the technique 

The data used here IS arb itrary Data used in capacity planning would represent 
a long term sample over large enough intervals. The data would represenllhe 
resource usage for stable components Stab ility is defined as a workload having 
a consistent CPU to 110 rallo 

Lei's use the data in Figure 128 on page 119 to illustrate the technique. In 
regression analysis terms, the matrix of samples will be the X matrix which has 
Ihree business units (columns) and 15 samples (rows) . The tala Is will be the 15 
by 1 Y matrix. Regression analysis techn iques will provide coefficients br such 
that 

YI • Sum from <j=l to 3" of bjX'1 

Note that this form of regression has no constant term boo Many packages and 
techniques can be used. These will be Illustrated In " Illustrations." on page 120. 
The problem is thai the solutions may not be suitable We requ ire the values of 
b, to be such that 1 < = b,. This has to be In order that 0 < CR, < = 1 since 
CR,=1/b,. 

What if b, is not greater Ihan 11 The best solution wou ld be to make b,=1 . for 
those cases where regression analysis says that the solulion is some value less 
than 1. For our sample In Figure 128 on page 119, the first regression analysis 
yielded the following solution: B = 2441 2.588 0.805. The value for b3 is not 
acceptable. We shall then set b, 1. Once we have accounted for b3 we will go 
back and solve again for bl and b2 However. since we already have b,. we will 
have to subtract that resource from the 10tal. Figure 129 on page 119 shows that 
and Figure 130 on page 120 Illustrates the procedure. 

Regression analysis again would yield B = 1.780 2.579 for the remaining columns. 
These values are acceptable. Since we now have all three , the inverse of each 
yields the capture ratios . CR=0.562 0.388 1.0. 
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In the absence of the above procedure, there are some Quicker al1ernatives 

1. Simply distribute the CPU time for the service address spaces (Master, JES 
VTAM .... ) and the uncaptured CPU time in proportion to the captured CPU 
lime or the 110 rates of the bus iness Units 

2. Before proceeding with the previous step, distribute the CPU time of the 
service address spaces which use the service For example, distribute 
VTAM time to terminal users. 

All processes should be tested This is accomplished by dividing the samples in 
two parts. Compute the CRs with one part and test them with the other. 
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Figure 128. Sample data 

Figure '29. Recursion step' 
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411. " 
33b. III 
l1b.8 

39B . " 
395 . b 
354. 8 
4111. II 

154 . " 
323.& 
US. III 
353 .b 
398. 8 
333. b 
399.& 
371 . II 

Total 

Resource 

t 
•• 
33 
31 
39 
39 
35 

•• 
35 
32 
33 
35 
39 
33 
39 
31 

••• 
b •• 
b.B 
B .• 
5. b 
•. B 

••• ••• 
3. b 
B. ' 
3.b 
B.B 
3. b 
9. b 

••• 

x 
S 1. 5 b1. 9 172 .11 
lb.2 57. " 115.2 
37. J 52. J 85.2 
"8. 2 45.4 213.3 
58.1 51. 5 Ib9.11 

28. " ,. Sample 6 
41. 9 52. 1 219. J 
'42.5 47.1 144.9 
41. • &4. 8 b9 . " 
31.1 52.9 129. b 
44. J "5 . b 129.8 
Jb.b 59. b 2U.? 
35.5 57. Ii! 111 J. II 

4111. " 5& . Ii! 219. 5 
57. III bill. B 124.7 

Resource reported 
by business unit 

Subt toct 

X I 
51.5 b 1. 9 172.11 
J b. 2 51. " 115.2 
37. J 52. 3 85.2 
"B. 2 "5. " 21113.3 
58. 1 51. 5 1 b9. Ii! 
J 9. 9 28. " 185. b 
41. 9 52.3 2119.1 
"2. 5 41 . 1 1H.9 
41. ., b4.8 b9. " 
ll . 7 52.9 129. b 
44 . J 45.b 129.8 
Jb. b 59.& 2ee. 1 
35.5 51.a 1el.1I 

4111. " 5&. II 219.5 
57.11 btl. 8 12-4.7 
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228. III 
221 . 8 
231. b 
195.1 
22b. b 
1&9.2 
191.1 
219.5 
254. 2 
21S.o4 
223.8 
198.1 
231. b 
18i1. 1 
245. J 

Toto l 

Resource 

x 
51. 5 &1. B 
3&.2 51.4 
37.3 52 . 3 
"8. 2 45. " 
58.1 51. 5 
39.8 28. 4 
41. 9 52 . 3 
42.5 .0.1 
H . • &4.8 
33.1 52.9 
44. J "5 . b 
3 b. b 59. b 
J 5. 5 51. II 

411. " 5b . 1II 

57. " bl.8 

Resource repor ted 

by bus i ness unit 

Sample 6 

FIgure '30 Recursion step 2 

Illustrations. 

APL 
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One statement in APL will perform a least squares regression. 

8+(m(~X)+.xX)+.x(~X)+.xY 

The iteration steps above would look like the followin g 

CR+3pO 

0+6 3.8+(m(~X)+.xX)+.x(~X)+.xY 
2.441 2.588 .805 

CR [ 3J+1 
¥+¥-X[j3] 
X+X(;l 2] 
0+6 3.8+(m(~X)+.xX)+.x(~X)+.xY 

1.780 2.579 
CR[l 2J+8 
6 3.+CR 

.562 .388 1.000 
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A similar procedure can be followed uSing 1·2-3® Version 2 With V2. a 
regreSSion capability IS Included 

The following SAS t;!) procedure (Statistical AnalysIs System IS a product offering 
or SAS Institute) will yield the first estimate of the coefficients (parameter esti­
mate in SAS terms) of 8=2.441 2588 .805 

1,f\o!I CKS JOB (????????). t·!! CKS ,MSGLEVEL-l ,MSGCLASS::Q. NOn FY .. \1ICKS 
I/S.S EXEC S'S 
IISYSIN DO • 
OATA CAPTURE; 

INPUT Y XI-X3; 
CAROS; 

400.0 
336 .0 
316.8 
396.4 
395.6 
]54.8 
400.0 
35'.4 
323.5 
338.0 
353.6 
398.8 
333 . 6 
399 .6 
370 .0 

PRoe REG; 

51.5 
36 .2 
37 . 3 
48.2 
58.1 
39.9 
41.9 
42.5 
4:.0 
33.7 
44,] 

]1':.6 
]5.5 
4e.4 
57.0 

61.9 
57.4 
52.3 
45 . 4 
51.5 
28.4 
52.3 
47.1 
64.8 
52 .9 
45.6 
59 . 6 
57.e 
56 .0 
60 . 8 

MODEL Y - XI -X3/NOINTj 
I' 

172.0 
115.2 
85.2 

203.3 
169 . 0 
185 . 6 
209.3 
144. 9 
59,4 

129.6 
129.8 
200.7 
103.D 
219.5 
124.7 

After getting the fist eslimate. The process of ellmmatmg X3 can be accom­
plished by settmg Y1 =Y-X3. and redUCing the model as follows. 

//l·1I CKS JOB (???? I ?? ??) .~!I CKS . ~\SGLEVEL"l . HSGCLASS=O . NOTI Fy .. \-!I CKS 
IIS.S EXEC SAS 
IISYSIN DO • 
DATA CAPTURE; 

INPUT Y XI-X3; 
Yl"Y.X3; 
CARDS; 

400.0 51.5 6:.9 172.0 

370.0 57.0 60.8 124.7 
PROC REG; 

HODEL Yl = XI-X2/NOINT; 

r 
The second iteration Will yield the parameter estimate of B = 1 780 2.579. SAS 
also provides an eslimate of goodness of fit 
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Other easier methods do eXist which will distribute the difference between the 
lolal resource used T. and the sum of the business units B In an eqUitable 
manner The simpiesl would be to distribute the difference T·B in proportion 10 
the size of the business units If there were two business Units 81 and 82 
reporting equal amounts of CPU usage. divide T-8 equally between B1 and 82 
If B1 and 82 were in 8020 proportion. split T-B so thaI 81 received 80% of T-B 
and 82 received 20%. This method distributes T·B in porportion to the business 
units CPU lime. 

Alternatively. distribute T·B in proportion 10 another resource such as the 110 
count. If the 110 counts for 81 and 82 are in 80.20 proportion. distribute T-B in a 
similar manner. This technique Is simple in concept but difficult in implementa· 
tion. The mapping of physical lIDs to business unit Is not simple. RMF does 
provide block counts or "EXCP"s, but these do not map one-to-one to DASD I/Os. 
It remains for each instance to establish a level of confidence that the block 
count proportion is a good basis for distributing DASD I/0s. 

Also, one could distribute in a manner which reflects a specific knowledge of the 
workloads For example. if it IS known that a service address space relates only 
to specific business units, one could distribute that before any generic 
distlbutlon. 
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